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ON THE SCHRÖDINGER EQUATIONS

WITH A NONLINEARITY IN THE CRITICAL GROWTH

Jian Zhang

Abstract. In this paper, we consider the Schrödinger equation with a non-

linearity in the critical growth. The purpose of this paper is to establish

the existence of ground states via variational methods.

1. Introduction

In this paper, we consider the following problem:

(1.1) −∆u+ V (x)u = a(x)f(u) + u2∗−1, u ∈ H1(RN ),

where N ≥ 3, 2∗ = 2N/(N − 2). We are interested in the existence of ground

state solutions. Recall that u is said to be a ground state solution of (1.1) if and

only if u solves (1.1) and minimizes the functional associated to (1.1) among all

possible nontrivial solutions.

This equation or the more general one

(1.2) −∆u = h(x, u), u ∈ H1(RN )

arises in various branches of mathematical physics and it has been studied under

various assumptions on h. When h(x, u) = h(u) is of subcritical growth, almost

necessary and sufficient conditions for the existence of ground state solutions
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to (1.2) are given by Berestycki and Lions [8] for N ≥ 3 and Berestycki et al. [7]

for N = 2. Subsequently, in [1], [29], [31], the authors attempt to complete the

study made in [7], [8] by considering nonlinearities with critical growth. When

h(x, u) = −V (x)u+f(x, u) is of subcritical growth, the existence of ground state

solutions is considered in [18] for an asymptotically linear problem, in [19] for

a nonlinearity satisfying conditions introduced by Berestycki and Lions [8] and

in [20] under a more natural super-quadratic condition than the Ambrosetti–

Rabinowitz condition. For other related results, we refer the reader to [2], [14],

[17], [21], [22], [25] for the subcritical case and [11], [12], [13], [23] for the critical

case. When h(x, u) = −(1+µV (x))+f(u) with µ > 0, the existence, multiplicity

and concentration of solutions are also discussed. See for example [4], [5], [6],

[10], [16], [26], [27] and the references therein.

Note that when h(x, u) is of critical growth and depending on x non-radially,

only a few results are known for the existence of ground state solutions. Re-

cently, in [30], the authors considered the case of h(x, u) = −V (x)u+ f(u) and

established a Berestycki–Lions Theorem in the critical case. In this paper, we

continue to solve the problem and consider the case of h(x, u) = −V (x)u +

a(x)f(u) + u2∗−1. The functions V (x), a(x) and f(t) are assumed to satisfy

some of the following hypotheses:

(V1) V (x) ∈ C(RN ,R), V (x) ≥ 0 and lim
|x|→∞

V (x) = V∞ > 0;

(V2) there exist C1 > 0 and b > 0 such that V (x) ≤ V∞ − C1e
−b|x| for all

x ∈ RN ;

(V3) V (x)− V∞ ∈ LN/2(RN );

(a1) a(x) ∈ C(RN ,R), a(x) ≥ 0 and lim
|x|→∞

a(x) = a∞ > 0;

(a2) there exist C2 > 0 and a > 0 such that a∞ − C2e
−a|x| ≤ a(x) ≤ a∞ for

all x ∈ RN ;

(a3) a(x) ≥ a∞ for all x ∈ RN ;

(f1) f ∈ C(R,R) is odd;

(f2) f(t) = o(t) as t→ 0+;

(f3) lim
t→+∞

f(t)/t2
∗−1 = 0;

(f4) there exist D > 0 and q ∈ (2, 2∗) such that f(t) ≥ Dtq−1 for t ≥ 0;

(f5) there exists θ ∈ (2, 2∗) such that f(t)t − θF (t) ≥ 0 for t ≥ 0, where

F (t) =
∫ t

0
f(s) ds;

(f6) the function f(t)/t is increasing for t > 0.

The following theorem concerns the case in which (a2) holds.

Theorem 1.1. Assume N = 3 with q > 4, or N ≥ 4. If (V1)–(V2), (a1)–(a2)

and (f1)–(f6) hold with 0 < b < a < p, then problem (1.1) has a ground state.
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On the contrary, considering the case in which (a3) holds, we also obtain

a theorem.

Theorem 1.2. Assume N = 3 with q > 4, or N ≥ 4. If (V1), (V3), (a1),

(a3) and (f1)–(f6) hold, then problem (1.1) has a ground state for ‖V (x)−V∞‖N/2
small enough.

The aim of this paper is to investigate equation (1.1) through the interaction

of V (x) and a(x). Note that both a(x) ≤ a∞ and a(x) ≥ a∞ are considered

with different conditions on V (x) sufficient to guarantee the existence of ground

states for (1.1). Because V (x) and a(x) are not radially symmetric functions,

the usual variational techniques cannot be applied straightly due to the lack of

compactness. The critical exponential growth makes the problem more compli-

cated. Nevertheless, we can restore some compactness by establishing a global

compactness lemma in the critical case and find a proper range of c where the

(PS)c condition holds for the associated functional. Then we obtain the existence

of ground state solutions. In Theorem 1.1, the decay rate assumptions (V2) and

(a2) are the key to energy estimate. In Theorem 1.2, without any decay rate

assumption, we still obtain a ground state solution by imposing that the LN/2

norm of V (x)− V∞ are suitably close to zero.

The outline of this paper is as follows: in Section 2, we establish some im-

portant lemmas. In Section 3, we prove Theorem 1.1. In Section 4, we prove

Theorem 1.2.

Notations.

• ‖u‖s :=

(∫
RN

|u|sdx
)1/s

, 2 ≤ s ≤ ∞.

• Let H1(RN ) be the Hilbert space equipped with the norm

‖u‖2H1 :=

∫
RN

(|∇u|2 + u2) dx.

• Let D1,2(RN ) :=
{
u ∈ L2∗(RN ) : ∇u ∈ L2(RN )

}
be the Sobolev space

equipped with the norm

‖u‖2D1,2 :=

∫
RN

|∇u|2 dx.

• C denotes a universal positive constant.

• Br(x0) denotes the open ball centered at x0 with radius r > 0.

• S denotes the best Sobolev constant:

S := inf
u∈D1,2(RN )\{0}

∫
RN

|∇u|2 dx(∫
RN

|u|2
∗
dx

)2/2∗
.
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2. Preliminary lemmas

In this section, we assume (V1), (a1) and (f1)–(f6) hold. Let

H =

{
u ∈ H1(RN ) :

∫
RN

V (x)|u|2 dx <∞
}

be the Hilbert space equipped with the norm

‖u‖2 =

∫
RN

(|∇u|2 + V (x)|u|2) dx.

From (V1), we know that the embedding H ↪→ H1(RN ) is continuous. The

functional associated with (1.1) is

(2.1) I(u) =
1

2
‖u‖2 −

∫
RN

a(x)F (u)dx− 1

2∗

∫
RN

|u|2
∗
dx,

where u ∈ H. It is easy to check that the functional I : H 7→ R is of class C1.

Moreover, critical points of I are weak solutions of (1.1). For simplicity, we may

assume that V∞ = 1 and a∞ = 1 in this paper.

Lemma 2.1. There is a sequence {un} ⊂ H such that {un} is bounded in H,

I(un)→ c and I ′(un)→ 0. Moreover, c ∈ (0, (1/N)SN/2) for N = 3 with q > 4,

or N ≥ 4.

Proof. The conditions (a1) and (f1)–(f3) imply that for all ε > 0, there

exists C(ε) > 0 such that

(2.2) |a(x)F (u)| ≤ ε|u|2 + C(ε)|u|2
∗
.

In view of (2.2) and the embedding H ↪→ H1(RN ) is continuous, there holds

I(u) ≥ 1

2
‖u‖2 − ε

∫
RN

u2dx− C(ε)

∫
RN

|u|2
∗
dx− 1

2∗

∫
RN

|u|2
∗
dx

≥ C‖u‖2H1 − C
∫
RN

|u|2
∗
dx ≥ C‖u‖2 − C

∫
RN

|u|2
∗
dx.

By Sobolev embedding theorem, there exists r > 0 such that for ‖u‖ = r,

I(u) ≥ α > 0. From (a1) and (f4),

I(u) ≤ 1

2
‖u‖2 − 1

2∗

∫
RN

|u|2
∗
dx.

Set ϕ ∈ H such that ϕ 6= 0. Then lim
t→+∞

I(tϕ) = −∞. Thus, there exists t0 > 0

such that ‖t0ϕ‖ > r and I(t0ϕ) < 0. We also have I(0) = 0. Define

c = inf
γ∈Γ

max
t∈[0,1]

I(γ(t)),

where Γ = {γ ∈ C([0, 1], H); γ(0) = 0, I(γ(1)) < 0}. Then it follows from the

mountain pass theorem in [3] that there is a sequence {un} ⊂ H such that



On the Schrödinger Equations 461

I(un)→ c ≥ α and I ′(un)→ 0. On the other hand, by (f5),

(2.3) c+ o(1)‖un‖ ≥
(

1

2
− 1

θ

)
‖un‖2 +

∫
RN

(
1

θ
a(x)f(un)un − a(x)F (un)

)
dx

≥
(

1

2
− 1

θ

)
‖un‖2,

which implies that {un} is bounded in H.

From (a1), there exists R > 0 such that a(x) ≥ 1/2 for |x| ≥ R. Choose

x0 ∈ RN and r > 0 such that B2r(x0) ⊂ RN \ BR(0). For ε > 0, define the

function uε(x) = ψ(x)ε(N−2)/4/(ε+ |x− x0|2)(N−2)/2, where ψ ∈ C∞0 (B2r(x0))

such that 0 ≤ ψ(x) ≤ 1 and ψ(x) = 1 on Br(x0). Note that S is attained by the

functions ε(N−2)/4/(ε+ |x− x0|2)(N−2)/2. From [9], [28], we know that∫
RN

|∇uε|2 dx = (N − 2)2

∫
RN

|x|2

(1 + |x|2)N
dx+O(ε(N−2)/2)(2.4)

:=K1 +O(ε(N−2)/2),∫
RN

|uε|2
∗
dx =

∫
RN

1

(1 + |x|2)N
dx := K2 +O(εN/2)(2.5)

and

∫
RN

|uε|t dx =


Kε(2N−(N−2)t)/4, t > N/(N − 2),

KεN/4| ln ε|, t = N/(N − 2),

Kεt(N−2)/4, t < N/(N − 2),

(2.6)

where K1, K2, K are positive constants. Moreover, S = K1/K
2/2∗

2 . The defini-

tion of c implies that c ≤ sup
t≥0

I(tuε). From (V1), (2.4) and (2.6), we can choose

t′ ∈ (0, 1) such that for ε ∈ (0, 1),

(2.7) sup
0≤t≤t′

I(tuε) ≤ sup
0≤t≤t′

1

2
t2‖uε‖2 ≤ sup

0≤t≤t′
Ct2‖uε‖2H1 <

1

N
SN/2.

Thus, we only need to prove that sup
t≥t′

I(tuε) < SN/2/N . Define

y(t) :=
1

2
t2‖uε‖2 −

1

2∗
t2
∗
∫
RN

|uε|2
∗
dx.

It is easy to check that y(t) attains its maximum at

t0 =

(
‖uε‖2

(
∫
RN |uε|2∗ dx)

)(N−2)/4

.

Thus, by (2.4)–(2.6), we have

(2.8) y(t0) =
1

N

[
‖uε‖2

(
∫
RN |uε|2∗ dx)2/2∗

]N/2
=

1

N
[S +O(ε)]N/2 =

1

N
SN/2 +O(ε).
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By (f4) and a(x) ≥ 1/2 for |x| ≥ R, there holds

sup
t≥t′

I(tuε) ≤ sup
t≥0

y(t)− C(t′)q
∫
RN

|uε|q dx.(2.9)

For N > 4, we derive from (2.6) and (2.8)–(2.9) that

sup
t≥t′

I(tuε) ≤
1

N
SN/2 +O(ε)− Cε(2N−(N−2)q)/4.

Observe that (2N − (N − 2)q)/4 < 1. Then there exists ε0 ∈ (0, 1) such that

for ε ∈ (0, ε0), there holds sup
t≥t′

I(tuε) < SN/2/N . Then c < 1/NSN/2 for N > 4.

Similar argument shows that c < SN/2/N for N = 3 with q > 4, or N = 4. �

Define the functional I∞:

I∞(u) =
1

2

∫
RN

(|∇u|2 + u2) dx−
∫
RN

F (u) dx− 1

2∗

∫
RN

|u|2
∗
dx, u ∈ H.

Lemma 2.2. If {un} ⊂ H is a sequence such that ‖un‖ is bounded, I(un)→
c ∈ (0, SN/2/N) and I ′(un) → 0, then there exists a subsequence of {un}, still
denoted by {un}, an integer k ∈ N ∪ {0}, wi ∈ H for 1 ≤ i ≤ k such that

(a) un ⇀ u weakly in H with I ′(u) = 0,

(b) wi 6= 0 and I∞
′
(wi) = 0 for 1 ≤ i ≤ k,

(c) c = I(u) +
k∑
i=1

I∞(wi),

where we agree that in the case k = 0, the above holds without wi.

Proof. From ‖un‖ is bounded, we know that up to a subsequence, un ⇀ u

weakly in H. It is easy to check that I ′(u) = 0. Thus, (a) holds.

From Lemma 3.2 in [15], we know that for s ∈ [2, 2∗), there exists a subse-

quence {unj
} such that for any ε > 0, there exists rε > 0 with

lim sup
j→∞

∫
Bj(0)\Br(0)

|unj |s dx ≤ ε

for all r ≥ rε. Choose η ∈ C∞0 (B2(0)) such that 0 ≤ η(x) ≤ 1 and η(x) = 1 on

B1(0). Define uj(x) = η(2|x|/j)u(x). It is easy to check that uj → u in H. Thus,

similar to the proof of Lemma 3.5 in [15], we can prove that up to a subsequence,

‖un − un‖2 = ‖un‖2 − ‖u‖2 + o(1),(2.10)

c− I(u) = I(un − un) + o(1)(2.11)

and

(2.12) I ′(un − un) = o(1).
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Note that un−un ⇀ 0 weakly in H. Then by (V1), (a1) and (2.11)–(2.12), there

holds

c− I(u) = I∞(un − un) + o(1),(2.13)

I∞
′
(un − un) = o(1).(2.14)

Set w1
n = un − un. We will consider two cases.

Case 1. lim
n→∞

sup
y∈RN

∫
B1(y)

|w1
n|2 dx = 0.

The Lions Lemma in [28] implies that

(2.15) w1
n → 0 in Lt(RN ), for all t ∈ (2, 2∗).

From (a1) and (f1)–(f3), for any ε > 0, there exist p ∈ (2, 2∗) and C(ε) > 0 such

that

(2.16) |a(x)F (u)| ≤ ε(|u|2 + |u|2
∗
) + C(ε)|u|p.

Combining (2.13)–(2.16), there holds

c− I(u) =
1

2
‖w1

n‖2H1 −
1

2∗

∫
RN

|w1
n|2
∗
dx+ o(1),(2.17)

‖w1
n‖2H1 −

∫
RN

|w1
n|2
∗
dx = o(1).(2.18)

We may assume that ‖w1
n‖2H1 → ρ. If ρ > 0, then Sobolev embedding theorem

implies that

S ≤
‖w1

n‖2H1

(
∫
RN |w1

n|2
∗ dx)2/2∗

,

from which we derive that ρ ≥ SN/2. Thus, c − I(u) = ρ/N ≥ SN/2/N . By

I ′(u) = 0, we have c− I(u) ≤ c < SN/2/N , a contradiction. Then c = I(u).

Case 2. There exists γ1 > 0 such that

lim
n→∞

sup
y∈RN

∫
B1(y)

|w1
n|2 dx ≥ γ1 > 0.

Then there exists y1
n ∈ RN such that

|y1
n| → ∞ and

∫
B1(y1n)

|w1
n|2 dx ≥

γ1

2
> 0,

from which we derive that w1
n( · + y1

n) ⇀ w1 6= 0 weakly in H,

c− I(u) = I∞(w1
n( · + y1

n)) + o(1),(2.19)

I∞
′
(w1

n( · + y1
n)) = o(1).(2.20)
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Thus, we have I∞
′
(w1) = 0. Similar to (2.11)–(2.12), we know that there exists

{w1
n} ⊂ H such that w1

n → w1 in H,

c− I(u)− I∞(w1) + o(1) = I∞(w2
n),(2.21)

I∞
′
(w2

n) = o(1),(2.22)

where w2
n = w1

n( · + y1
n) − w1

n. We also have ‖w2
n‖2 = ‖w1

n‖2 − ‖w1‖2 + o(1).

Together with (2.10), there holds

(2.23) ‖w2
n‖2 = ‖un‖2 − ‖u‖2 − ‖w1‖2 + o(1).

Note that w2
n ⇀ 0 weakly in H. Then either

(2.24) lim
n→∞

sup
y∈RN

∫
B1(y)

|w2
n|2 dx = 0,

or there exists γ2 > 0 such that

(2.25) lim
n→∞

sup
y∈RN

∫
B1(y)

|w2
n|2 dx ≥ γ2 > 0.

If (2.22) holds, similar to the argument of Case 1, we have c = I(u) + I∞(w1).

So we may assume (2.23) holds. Continuing the process of Case 2, we obtain

{win} ⊂ H, {yin} ⊂ RN and {win} ⊂ H, i ∈ N such that |yin| → ∞, win( · +yin) ⇀

wi 6= 0 weakly in H, win → wi in H, I∞
′
(wi) = 0,

(2.26) c− I(u)−
l∑
i=1

I∞(wi) + o(1) = I∞(wl+1
n ),

(2.27) I∞
′
(wl+1

n ) = o(1)

and

(2.28) ‖wl+1
n ‖2 = ‖un‖2 − ‖u‖2 −

l∑
i=1

‖wi‖2 + o(1),

where wl+1
n = wln( · + yln) − wln, l ∈ N. Standard argument shows that there

exists β > 0 such that if I∞
′
(wi) = 0, then ‖wi‖2 ≥ β > 0 independent of β.

Together with (2.26), we conclude that wl+1
n → 0 at some l = k. Thus, by (2.24),

we have c = I(u) +
k∑
i=1

I∞(wi). �

From Theorem 1.1 in [29], we know that there exists u∞ ∈ H such that u∞
is radial, I∞(u∞) = m∞ and I∞

′
(u∞) = 0, where m∞ = inf{I∞(u); u ∈ H,

u 6= 0, I∞
′
(u) = 0}. Note that u∞ is not sign-changing. We may assume u∞ ≥ 0

in H. Then by the Maximum Principle, we get u∞ is positive.
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Remark 2.3. Set g(t) = I∞(tu∞), where t ∈ (0,∞). Observe that

g′(t) = t

[ ∫
RN

(|∇u∞|2 + u2
∞) dx−

∫
RN

f(tu∞)

tu∞
u2
∞ dx− t2

∗−2

∫
RN

|u|2
∗
dx

]
.

From (f6), we can derive that g(t) has a unique critical point corresponding to its

maximum. Since I∞
′
(u∞) = 0, this critical point should be achieved at t = 1.

The following lemma in [24] is standard.

Lemma 2.4. Let N > 2. Then there is a constant C = C(N) such that

|u(x)| ≤ C

|x|(N−2)/2
‖u‖, for all x 6= 0,

for any u ∈ H1
r (RN ).

Lemma 2.5. For any δ ∈ (0, 1), there exists C = C(δ) > 0 such that

u∞(x) ≤ Ce−(1−δ)|x|.

Proof. From Lemma 2.3, we know that u∞(x) → 0 as |x| → ∞. Then

by (f2), for any δ > 0, there exists R = R(δ) > 0 such that for |x| ≥ R, there

holds 1 − f(u∞)/u∞ − u2∗−2
∞ ≥ (1 − δ)2. Thus, −∆u∞ + (1 − δ)2u∞ ≤ 0 for

|x| ≥ R and there exists M = M(δ) > 0 such that u∞(x) ≤M for |x| = R. Let

v(x) = Me−(1−δ)(|x|−R). Direct calculation shows that −∆v + (1− δ)2v ≥ 0 for

x 6= 0. By the Maximum Principle, we conclude that u∞(x) ≤ Me−(1−δ)(|x|−R)

for |x| ≥ R. Then Lemma 2.4 follows easily. �

3. Proof of Theorem 1.1

Proof of Theorem 1.1. From Lemma 2.1, there is a sequence {un} ⊂ H
such that ‖un‖ is bounded, I(un)→ c ∈ (0, SN/2/N) and I ′(un)→ 0. We claim

that c < m∞. Let β = (1, 0, . . . , 0) be a fixed unit vector in RN . It follows from

the definition of c that c ≤ sup
t≥0

I(tu∞(x − Rβ)). From (V1), (a1) and (f4), we

know that there exists t′ ∈ (0, 1) such that

(3.1) sup
0≤t≤t′

I(tu∞(x−Rβ)) ≤ 1

2
|t
′
|2‖u∞(x−Rβ)‖2 ≤ C|t

′
|2‖u∞‖2H! < m∞

independent of R > 0. From (V1), (a1) and (f4), we also have that there exists

t′′ > 0 such that

sup
t≥t′′

I(tu∞(x−Rβ))(3.2)

≤ sup
t≥t′′

(
1

2
t2‖u∞(x−Rβ)‖2 − 1

2∗
t2
∗
∫
RN

|u∞|2
∗
dx

)
≤ sup
t≥t′′

(
Ct2‖u∞‖2H1 −

1

2∗
t2
∗
∫
RN

|u∞|2
∗
dx

)
< m∞

independent of R > 0.
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Thus, we only need to prove that sup
t′≤t≤t′′

I(tu∞(x − Rβ)) < m∞. Observe

that by (V2) and (a2),

I(tu∞(x−Rβ))(3.3)

= I∞(tu∞(x−Rβ)) +
1

2
t2
∫
RN

(V (x)− 1)|u∞(x−Rβ)|2 dx

− 1

p
tp
∫
RN

(a(x)− 1)|u∞(x−Rβ)|p dx

≤ I∞(tu∞)− C1

2
t2
∫
RN

e−b|x+Rβ||u∞|2 dx

+
C2

p
tp
∫
RN

e−a|x+Rβ||u∞|p dx.

Lemma 2.4 implies that∫
RN

e−a|x+Rβ||u∞|p dx ≤
∫
RN

e−aRea|x|−p(1−δ)|x| dx.

Choose δ ∈ (0, 1− a/p). Then

(3.4)

∫
RN

e−a|x+Rβ||u∞|pdx ≤ Ce−aR.

Note that

(3.5)

∫
RN

e−b|x+Rβ||u∞|2dx ≥ e−bR
∫
|x|≤1

e−b|x||u∞|2dx ≥ Ce−bR.

Thus, from Remark 2.1 and (3.3)–(3.5),

sup
t′≤t≤t′′

I(tu∞(x−Rβ)) ≤ m∞ + Ce−aR − Ce−bR.(3.6)

By 0 < b < a, we can choose R large enough such that sup
t′≤t≤t′′

I(tu∞(x−Rβ)) <

m∞. Thus, we have c < m∞. Lemma 2.2 implies that I satisfies the Palais–

Smale condition at c ∈ (0,m∞). Then we have un → u in H, I(u) = c and

I ′(u) = 0. Let

m = inf{I(v); v ∈ H, v 6= 0, I ′(v) = 0}.

Since I ′(u) = 0, we have 0 ≤ m ≤ I(u) < m∞. By the definition of m, there

exists {vn} ⊂ H such that vn 6= 0, I(vn) → m and I ′(vn) = 0. Standard

argument shows that there exists γ > 0 such that ‖vn‖2 ≥ γ > 0 independent

of n, which implies that m > 0. Then m ∈ (0,m∞). Since I satisfies the

Palais–Smale condition at c ∈ (0,m∞), we have vn → v in H, I(v) = m and

I ′(v) = 0. �
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4. Proof of Theorem 1.2

In this section, we may assume that meas{x ∈ RN ; a(x) > 1} > 0. Similar

argument as in [18] can derive the following result.

Lemma 4.1. There exists γ ∈C([0, 1], H) such that γ(0) = 0, I∞(γ(1))< 0,

u∞ ∈ γ([0, 1]) and max
t∈[0,1]

I∞(γ(t)) = I∞(u∞) = m∞. Moreover, 0 /∈ γ((0, 1]).

Define the functional J :

J(u) =
1

2

∫
RN

(|∇u|2 + u2) dx−
∫
RN

a(x)F (u)dx− 1

2∗

∫
RN

|u|2
∗
dx, u ∈ H.

Lemma 4.2. The functional J admits a nontrivial critical point w ∈ H.

Moreover, we have J(w) ∈ (0,m∞) and ‖w‖2H1 < 2θm∞/(θ − 2).

Proof. Define

ca = inf
γ∈Γ

max
t∈[0,1]

J(γ(t)),

where Γ = {γ ∈ C([0, 1], H); γ(0) = 0, J(γ(1)) < 0}. By Lemma 2.1, we can

obtain a sequence {un} ⊂ H such that un ⇀ w weakly in H, J(un) → ca ∈
(0, 1/NSN/2) and J ′(un) → 0. Lemma 2.2 implies that J satisfies the Palais–

Smale condition at ca ∈ (0,m∞). Now we claim that ca ∈ (0,m∞). Lemma 4.1

implies that max
t∈[0,1]

I∞(γ(t)) = m∞, where γ ∈ C([0, 1], H) such that γ(0) = 0,

I∞(γ(1)) < 0 and 0 /∈ γ((0, 1]). From (a3), we know that J(γ(t)) < I∞(γ(t)) for

all t ∈ (0, 1]. Thus, the definition of ca implies that

ca ≤ max
t∈[0,1]

J(γ(t)) < max
t∈[0,1]

I∞(γ(t)) = m∞.

Then we have un → w in H, J(w) ∈ (0,m∞) and J ′(w) = 0. Similar to (2.3),

we have ca ≥ (1/2− 1/θ)‖w‖2H1 , from which we get ‖w‖2H1 < 2θm∞/(θ − 2). �

Remark 4.3. Set h(t) = J(tw), where t ∈ (0,∞). Similar to Remark 2.1,

we know that h(t) has a unique critical point at t = 1 corresponding to its

maximum.

Proof of Theorem 1.2. From Lemma 2.1, there is a sequence {un} ⊂ H
such that ‖un‖ is bounded, I(un) → c ∈ (0, SN/2/N) and I ′(un) → 0. We

claim that c < m∞. Similar to the proof of Theorem 1.1, we know that there

exist t1 ∈ (0, 1) and t2 > 1 such that sup
0≤t≤t1

I(tw) < m∞ and sup
t≥t2

I(tw) < m∞.

From (V3),

I(tw) = J(tw) +
1

2
t2
∫
RN

(V (x)− 1)w2 dx ≤ J(tw) +
1

2
t2‖w‖22∗‖V (x)− 1‖N/2.

Thus, by Lemma 4.2 and Remark 4.1,

sup
t1≤t≤t2

I(tw) ≤ sup
t≥0

h(t) + C‖V (x)− 1‖N/2,
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which implies that sup
t1≤t≤t2

I(tw) < m∞ for ‖V (x) − 1‖N/2 small enough. The

rest of the proof is similar to the proof of Theorem 1.1, we omit it here. �
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