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#### Abstract

In this paper, we consider the Schrödinger equation with a nonlinearity in the critical growth. The purpose of this paper is to establish the existence of ground states via variational methods.


## 1. Introduction

In this paper, we consider the following problem:

$$
\begin{equation*}
-\Delta u+V(x) u=a(x) f(u)+u^{2^{*}-1}, \quad u \in H^{1}\left(\mathbb{R}^{N}\right) \tag{1.1}
\end{equation*}
$$

where $N \geq 3,2^{*}=2 N /(N-2)$. We are interested in the existence of ground state solutions. Recall that $u$ is said to be a ground state solution of (1.1) if and only if $u$ solves (1.1) and minimizes the functional associated to (1.1) among all possible nontrivial solutions.

This equation or the more general one

$$
\begin{equation*}
-\Delta u=h(x, u), \quad u \in H^{1}\left(\mathbb{R}^{N}\right) \tag{1.2}
\end{equation*}
$$

arises in various branches of mathematical physics and it has been studied under various assumptions on $h$. When $h(x, u)=h(u)$ is of subcritical growth, almost necessary and sufficient conditions for the existence of ground state solutions

[^0]to (1.2) are given by Berestycki and Lions [8] for $N \geq 3$ and Berestycki et al. [7] for $N=2$. Subsequently, in [1], [29], [31], the authors attempt to complete the study made in [7], [8] by considering nonlinearities with critical growth. When $h(x, u)=-V(x) u+f(x, u)$ is of subcritical growth, the existence of ground state solutions is considered in [18] for an asymptotically linear problem, in [19] for a nonlinearity satisfying conditions introduced by Berestycki and Lions [8] and in [20] under a more natural super-quadratic condition than the AmbrosettiRabinowitz condition. For other related results, we refer the reader to [2], [14], [17], [21], [22], [25] for the subcritical case and [11], [12], [13], [23] for the critical case. When $h(x, u)=-(1+\mu V(x))+f(u)$ with $\mu>0$, the existence, multiplicity and concentration of solutions are also discussed. See for example [4], [5], [6], [10], [16], [26], [27] and the references therein.

Note that when $h(x, u)$ is of critical growth and depending on $x$ non-radially, only a few results are known for the existence of ground state solutions. Recently, in [30], the authors considered the case of $h(x, u)=-V(x) u+f(u)$ and established a Berestycki-Lions Theorem in the critical case. In this paper, we continue to solve the problem and consider the case of $h(x, u)=-V(x) u+$ $a(x) f(u)+u^{2^{*}-1}$. The functions $V(x), a(x)$ and $f(t)$ are assumed to satisfy some of the following hypotheses:
$\left(\mathrm{V}_{1}\right) V(x) \in C\left(\mathbb{R}^{N}, \mathbb{R}\right), V(x) \geq 0$ and $\lim _{|x| \rightarrow \infty} V(x)=V_{\infty}>0$;
$\left(\mathrm{V}_{2}\right)$ there exist $C_{1}>0$ and $b>0$ such that $V(x) \leq V_{\infty}-C_{1} e^{-b|x|}$ for all $x \in \mathbb{R}^{N} ;$
$\left(\mathrm{V}_{3}\right) V(x)-V_{\infty} \in L^{N / 2}\left(\mathbb{R}^{N}\right) ;$
$\left(\mathrm{a}_{1}\right) a(x) \in C\left(\mathbb{R}^{N}, \mathbb{R}\right), a(x) \geq 0$ and $\lim _{|x| \rightarrow \infty} a(x)=a_{\infty}>0$;
( $\mathrm{a}_{2}$ ) there exist $C_{2}>0$ and $a>0$ such that $a_{\infty}-C_{2} e^{-a|x|} \leq a(x) \leq a_{\infty}$ for all $x \in \mathbb{R}^{N}$;
(a3) $a(x) \geq a_{\infty}$ for all $x \in \mathbb{R}^{N}$;
$\left(\mathrm{f}_{1}\right) f \in C(\mathbb{R}, \mathbb{R})$ is odd;
$\left(\mathrm{f}_{2}\right) f(t)=o(t)$ as $t \rightarrow 0_{+}$;
$\left(\mathrm{f}_{3}\right) \lim _{t \rightarrow+\infty} f(t) / t^{2^{*}-1}=0$;
$\left(\mathrm{f}_{4}\right)$ there exist $D>0$ and $q \in\left(2,2^{*}\right)$ such that $f(t) \geq D t^{q-1}$ for $t \geq 0$;
$\left(\mathrm{f}_{5}\right)$ there exists $\theta \in\left(2,2^{*}\right)$ such that $f(t) t-\theta F(t) \geq 0$ for $t \geq 0$, where $F(t)=\int_{0}^{t} f(s) d s$
$\left(\mathrm{f}_{6}\right)$ the function $f(t) / t$ is increasing for $t>0$.
The following theorem concerns the case in which $\left(a_{2}\right)$ holds.

Theorem 1.1. Assume $N=3$ with $q>4$, or $N \geq 4$. If $\left(\mathrm{V}_{1}\right)-\left(\mathrm{V}_{2}\right)$, ( $\left.\mathrm{a}_{1}\right)-\left(\mathrm{a}_{2}\right)$ and $\left(\mathrm{f}_{1}\right)-\left(\mathrm{f}_{6}\right)$ hold with $0<b<a<p$, then problem (1.1) has a ground state.

On the contrary, considering the case in which ( $a_{3}$ ) holds, we also obtain a theorem.

Theorem 1.2. Assume $N=3$ with $q>4$, or $N \geq 4$. If $\left(\mathrm{V}_{1}\right)$, $\left(\mathrm{V}_{3}\right)$, $\left(\mathrm{a}_{1}\right)$, $\left(\mathrm{a}_{3}\right)$ and $\left(\mathrm{f}_{1}\right)-\left(\mathrm{f}_{6}\right)$ hold, then problem (1.1) has a ground state for $\left\|V(x)-V_{\infty}\right\|_{N / 2}$ small enough.

The aim of this paper is to investigate equation (1.1) through the interaction of $V(x)$ and $a(x)$. Note that both $a(x) \leq a_{\infty}$ and $a(x) \geq a_{\infty}$ are considered with different conditions on $V(x)$ sufficient to guarantee the existence of ground states for (1.1). Because $V(x)$ and $a(x)$ are not radially symmetric functions, the usual variational techniques cannot be applied straightly due to the lack of compactness. The critical exponential growth makes the problem more complicated. Nevertheless, we can restore some compactness by establishing a global compactness lemma in the critical case and find a proper range of $c$ where the $(\mathrm{PS})_{c}$ condition holds for the associated functional. Then we obtain the existence of ground state solutions. In Theorem 1.1, the decay rate assumptions $\left(\mathrm{V}_{2}\right)$ and $\left(\mathrm{a}_{2}\right)$ are the key to energy estimate. In Theorem 1.2, without any decay rate assumption, we still obtain a ground state solution by imposing that the $L^{N / 2}$ norm of $V(x)-V_{\infty}$ are suitably close to zero.

The outline of this paper is as follows: in Section 2, we establish some important lemmas. In Section 3, we prove Theorem 1.1. In Section 4, we prove Theorem 1.2.

## Notations.

- $\|u\|_{s}:=\left(\int_{\mathbb{R}^{N}}|u|^{s} d x\right)^{1 / s}, 2 \leq s \leq \infty$.
- Let $H^{1}\left(\mathbb{R}^{N}\right)$ be the Hilbert space equipped with the norm

$$
\|u\|_{H^{1}}^{2}:=\int_{\mathbb{R}^{N}}\left(|\nabla u|^{2}+u^{2}\right) d x
$$

- Let $D^{1,2}\left(\mathbb{R}^{N}\right):=\left\{u \in L^{2^{*}}\left(\mathbb{R}^{N}\right): \nabla u \in L^{2}\left(\mathbb{R}^{N}\right)\right\}$ be the Sobolev space equipped with the norm

$$
\|u\|_{D^{1,2}}^{2}:=\int_{\mathbb{R}^{N}}|\nabla u|^{2} d x .
$$

- $C$ denotes a universal positive constant.
- $B_{r}\left(x_{0}\right)$ denotes the open ball centered at $x_{0}$ with radius $r>0$.
- $S$ denotes the best Sobolev constant:

$$
S:=\inf _{u \in D^{1,2}\left(\mathbb{R}^{N}\right) \backslash\{0\}} \frac{\int_{\mathbb{R}^{N}}|\nabla u|^{2} d x}{\left(\int_{\mathbb{R}^{N}}|u|^{2^{*}} d x\right)^{2 / 2^{*}}}
$$

## 2. Preliminary lemmas

In this section, we assume $\left(V_{1}\right),\left(a_{1}\right)$ and $\left(f_{1}\right)-\left(f_{6}\right)$ hold. Let

$$
H=\left\{u \in H^{1}\left(\mathbb{R}^{N}\right): \int_{\mathbb{R}^{N}} V(x)|u|^{2} d x<\infty\right\}
$$

be the Hilbert space equipped with the norm

$$
\|u\|^{2}=\int_{\mathbb{R}^{N}}\left(|\nabla u|^{2}+V(x)|u|^{2}\right) d x
$$

From $\left(\mathrm{V}_{1}\right)$, we know that the embedding $H \hookrightarrow H^{1}\left(\mathbb{R}^{N}\right)$ is continuous. The functional associated with (1.1) is

$$
\begin{equation*}
I(u)=\frac{1}{2}\|u\|^{2}-\int_{\mathbb{R}^{N}} a(x) F(u) \mathrm{d} x-\frac{1}{2^{*}} \int_{\mathbb{R}^{N}}|u|^{2^{*}} \mathrm{~d} x \tag{2.1}
\end{equation*}
$$

where $u \in H$. It is easy to check that the functional $I: H \mapsto \mathbb{R}$ is of class $C^{1}$. Moreover, critical points of $I$ are weak solutions of (1.1). For simplicity, we may assume that $V_{\infty}=1$ and $a_{\infty}=1$ in this paper.

Lemma 2.1. There is a sequence $\left\{u_{n}\right\} \subset H$ such that $\left\{u_{n}\right\}$ is bounded in $H$, $I\left(u_{n}\right) \rightarrow c$ and $I^{\prime}\left(u_{n}\right) \rightarrow 0$. Moreover, $c \in\left(0,(1 / N) S^{N / 2}\right)$ for $N=3$ with $q>4$, or $N \geq 4$.

Proof. The conditions $\left(\mathrm{a}_{1}\right)$ and $\left(\mathrm{f}_{1}\right)-\left(\mathrm{f}_{3}\right)$ imply that for all $\varepsilon>0$, there exists $C(\varepsilon)>0$ such that

$$
\begin{equation*}
|a(x) F(u)| \leq \varepsilon|u|^{2}+C(\varepsilon)|u|^{2^{*}} . \tag{2.2}
\end{equation*}
$$

In view of (2.2) and the embedding $H \hookrightarrow H^{1}\left(\mathbb{R}^{N}\right)$ is continuous, there holds

$$
\begin{aligned}
I(u) & \geq \frac{1}{2}\|u\|^{2}-\varepsilon \int_{\mathbb{R}^{N}} u^{2} \mathrm{~d} x-C(\varepsilon) \int_{\mathbb{R}^{N}}|u|^{2^{*}} d x-\frac{1}{2^{*}} \int_{\mathbb{R}^{N}}|u|^{2^{*}} d x \\
& \geq C\|u\|_{H^{1}}^{2}-C \int_{\mathbb{R}^{N}}|u|^{2^{*}} d x \geq C\|u\|^{2}-C \int_{\mathbb{R}^{N}}|u|^{2^{*}} d x
\end{aligned}
$$

By Sobolev embedding theorem, there exists $r>0$ such that for $\|u\|=r$, $I(u) \geq \alpha>0$. From ( $\mathrm{a}_{1}$ ) and $\left(\mathrm{f}_{4}\right)$,

$$
I(u) \leq \frac{1}{2}\|u\|^{2}-\frac{1}{2^{*}} \int_{\mathbb{R}^{N}}|u|^{2^{*}} d x .
$$

Set $\varphi \in H$ such that $\varphi \neq 0$. Then $\lim _{t \rightarrow+\infty} I(t \varphi)=-\infty$. Thus, there exists $t_{0}>0$ such that $\left\|t_{0} \varphi\right\|>r$ and $I\left(t_{0} \varphi\right)<0$. We also have $I(0)=0$. Define

$$
c=\inf _{\gamma \in \Gamma} \max _{t \in[0,1]} I(\gamma(t))
$$

where $\Gamma=\{\gamma \in C([0,1], H) ; \gamma(0)=0, I(\gamma(1))<0\}$. Then it follows from the mountain pass theorem in [3] that there is a sequence $\left\{u_{n}\right\} \subset H$ such that
$I\left(u_{n}\right) \rightarrow c \geq \alpha$ and $I^{\prime}\left(u_{n}\right) \rightarrow 0$. On the other hand, by $\left(\mathrm{f}_{5}\right)$,

$$
\begin{array}{r}
c+o(1)\left\|u_{n}\right\| \geq\left(\frac{1}{2}-\frac{1}{\theta}\right)\left\|u_{n}\right\|^{2}+\int_{\mathbb{R}^{N}}\left(\frac{1}{\theta} a(x) f\left(u_{n}\right) u_{n}-a(x) F\left(u_{n}\right)\right) d x  \tag{2.3}\\
\geq\left(\frac{1}{2}-\frac{1}{\theta}\right)\left\|u_{n}\right\|^{2}
\end{array}
$$

which implies that $\left\{u_{n}\right\}$ is bounded in $H$.
From ( $\mathrm{a}_{1}$ ), there exists $R>0$ such that $a(x) \geq 1 / 2$ for $|x| \geq R$. Choose $x_{0} \in \mathbb{R}^{N}$ and $r>0$ such that $B_{2 r}\left(x_{0}\right) \subset \mathbb{R}^{N} \backslash B_{R}(0)$. For $\varepsilon>0$, define the function $u_{\varepsilon}(x)=\psi(x) \varepsilon^{(N-2) / 4} /\left(\varepsilon+\left|x-x_{0}\right|^{2}\right)^{(N-2) / 2}$, where $\psi \in C_{0}^{\infty}\left(B_{2 r}\left(x_{0}\right)\right)$ such that $0 \leq \psi(x) \leq 1$ and $\psi(x)=1$ on $B_{r}\left(x_{0}\right)$. Note that $S$ is attained by the functions $\varepsilon^{(N-2) / 4} /\left(\varepsilon+\left|x-x_{0}\right|^{2}\right)^{(N-2) / 2}$. From [9], [28], we know that

$$
\begin{align*}
\int_{\mathbb{R}^{N}}\left|\nabla u_{\varepsilon}\right|^{2} d x & =(N-2)^{2} \int_{\mathbb{R}^{N}} \frac{|x|^{2}}{\left(1+|x|^{2}\right)^{N}} d x+O\left(\varepsilon^{(N-2) / 2}\right)  \tag{2.4}\\
& :=K_{1}+O\left(\varepsilon^{(N-2) / 2}\right) \\
\int_{\mathbb{R}^{N}}\left|u_{\varepsilon}\right|^{2^{*}} d x & =\int_{\mathbb{R}^{N}} \frac{1}{\left(1+|x|^{2}\right)^{N}} d x:=K_{2}+O\left(\varepsilon^{N / 2}\right) \tag{2.5}
\end{align*}
$$

and

$$
\int_{\mathbb{R}^{N}}\left|u_{\varepsilon}\right|^{t} d x= \begin{cases}K \varepsilon^{(2 N-(N-2) t) / 4}, & t>N /(N-2)  \tag{2.6}\\ K \varepsilon^{N / 4}|\ln \varepsilon|, & t=N /(N-2) \\ K \varepsilon^{t(N-2) / 4}, & t<N /(N-2),\end{cases}
$$

where $K_{1}, K_{2}, K$ are positive constants. Moreover, $S=K_{1} / K_{2}^{2 / 2^{*}}$. The definition of $c$ implies that $c \leq \sup _{t \geq 0} I\left(t u_{\varepsilon}\right)$. From $\left(\mathrm{V}_{1}\right),(2.4)$ and (2.6), we can choose $t^{\prime} \in(0,1)$ such that for $\varepsilon \in(0,1)$,

$$
\begin{equation*}
\sup _{0 \leq t \leq t^{\prime}} I\left(t u_{\varepsilon}\right) \leq \sup _{0 \leq t \leq t^{\prime}} \frac{1}{2} t^{2}\left\|u_{\varepsilon}\right\|^{2} \leq \sup _{0 \leq t \leq t^{\prime}} C t^{2}\left\|u_{\varepsilon}\right\|_{H^{1}}^{2}<\frac{1}{N} S^{N / 2} \tag{2.7}
\end{equation*}
$$

Thus, we only need to prove that $\sup _{t \geq t^{\prime}} I\left(t u_{\varepsilon}\right)<S^{N / 2} / N$. Define

$$
y(t):=\frac{1}{2} t^{2}\left\|u_{\varepsilon}\right\|^{2}-\frac{1}{2^{*}} t^{2^{*}} \int_{\mathbb{R}^{N}}\left|u_{\varepsilon}\right|^{2^{*}} d x .
$$

It is easy to check that $y(t)$ attains its maximum at

$$
t_{0}=\left(\frac{\left\|u_{\varepsilon}\right\|^{2}}{\left(\int_{\mathbb{R}^{N}}\left|u_{\varepsilon}\right|^{2^{*}} d x\right)}\right)^{(N-2) / 4}
$$

Thus, by (2.4)-(2.6), we have
(2.8) $y\left(t_{0}\right)=\frac{1}{N}\left[\frac{\left\|u_{\varepsilon}\right\|^{2}}{\left(\int_{\mathbb{R}^{N}}\left|u_{\varepsilon}\right|^{2^{*}} d x\right)^{2 / 2^{*}}}\right]^{N / 2}=\frac{1}{N}[S+O(\varepsilon)]^{N / 2}=\frac{1}{N} S^{N / 2}+O(\varepsilon)$.

By $\left(\mathrm{f}_{4}\right)$ and $a(x) \geq 1 / 2$ for $|x| \geq R$, there holds

$$
\begin{equation*}
\sup _{t \geq t^{\prime}} I\left(t u_{\varepsilon}\right) \leq \sup _{t \geq 0} y(t)-C\left(t^{\prime}\right)^{q} \int_{\mathbb{R}^{N}}\left|u_{\varepsilon}\right|^{q} d x . \tag{2.9}
\end{equation*}
$$

For $N>4$, we derive from (2.6) and (2.8)-(2.9) that

$$
\sup _{t \geq t^{\prime}} I\left(t u_{\varepsilon}\right) \leq \frac{1}{N} S^{N / 2}+O(\varepsilon)-C \varepsilon^{(2 N-(N-2) q) / 4}
$$

Observe that $(2 N-(N-2) q) / 4<1$. Then there exists $\varepsilon_{0} \in(0,1)$ such that for $\varepsilon \in\left(0, \varepsilon_{0}\right)$, there holds $\sup _{t>t^{\prime}} I\left(t u_{\varepsilon}\right)<S^{N / 2} / N$. Then $c<1 / N S^{N / 2}$ for $N>4$. Similar argument shows that $c<S^{N / 2} / N$ for $N=3$ with $q>4$, or $N=4$.

Define the functional $I^{\infty}$ :
$I^{\infty}(u)=\frac{1}{2} \int_{\mathbb{R}^{N}}\left(|\nabla u|^{2}+u^{2}\right) d x-\int_{\mathbb{R}^{N}} F(u) d x-\frac{1}{2^{*}} \int_{\mathbb{R}^{N}}|u|^{2^{*}} d x, \quad u \in H$.
Lemma 2.2. If $\left\{u_{n}\right\} \subset H$ is a sequence such that $\left\|u_{n}\right\|$ is bounded, $I\left(u_{n}\right) \rightarrow$ $c \in\left(0, S^{N / 2} / N\right)$ and $I^{\prime}\left(u_{n}\right) \rightarrow 0$, then there exists a subsequence of $\left\{u_{n}\right\}$, still denoted by $\left\{u_{n}\right\}$, an integer $k \in \mathbb{N} \cup\{0\}$, $w^{i} \in H$ for $1 \leq i \leq k$ such that
(a) $u_{n} \rightharpoonup u$ weakly in $H$ with $I^{\prime}(u)=0$,
(b) $w^{i} \neq 0$ and $I^{\infty^{\prime}}\left(w^{i}\right)=0$ for $1 \leq i \leq k$,
(c) $c=I(u)+\sum_{i=1}^{k} I^{\infty}\left(w^{i}\right)$,
where we agree that in the case $k=0$, the above holds without $w^{i}$.
Proof. From $\left\|u_{n}\right\|$ is bounded, we know that up to a subsequence, $u_{n} \rightharpoonup u$ weakly in $H$. It is easy to check that $I^{\prime}(u)=0$. Thus, (a) holds.

From Lemma 3.2 in [15], we know that for $s \in\left[2,2^{*}\right)$, there exists a subsequence $\left\{u_{n_{j}}\right\}$ such that for any $\varepsilon>0$, there exists $r_{\varepsilon}>0$ with

$$
\limsup _{j \rightarrow \infty} \int_{B_{j}(0) \backslash B_{r}(0)}\left|u_{n_{j}}\right|^{s} d x \leq \varepsilon
$$

for all $r \geq r_{\varepsilon}$. Choose $\eta \in C_{0}^{\infty}\left(B_{2}(0)\right)$ such that $0 \leq \eta(x) \leq 1$ and $\eta(x)=1$ on $B_{1}(0)$. Define $\bar{u}_{j}(x)=\eta(2|x| / j) u(x)$. It is easy to check that $\bar{u}_{j} \rightarrow u$ in $H$. Thus, similar to the proof of Lemma 3.5 in [15], we can prove that up to a subsequence,

$$
\begin{align*}
\left\|u_{n}-\bar{u}_{n}\right\|^{2} & =\left\|u_{n}\right\|^{2}-\|u\|^{2}+o(1),  \tag{2.10}\\
c-I(u) & =I\left(u_{n}-\bar{u}_{n}\right)+o(1) \tag{2.11}
\end{align*}
$$

and

$$
\begin{equation*}
I^{\prime}\left(u_{n}-\bar{u}_{n}\right)=o(1) \tag{2.12}
\end{equation*}
$$

Note that $u_{n}-\bar{u}_{n} \rightharpoonup 0$ weakly in $H$. Then by $\left(\mathrm{V}_{1}\right),\left(\mathrm{a}_{1}\right)$ and (2.11)-(2.12), there holds

$$
\begin{gather*}
c-I(u)=I^{\infty}\left(u_{n}-\bar{u}_{n}\right)+o(1),  \tag{2.13}\\
I^{\infty^{\prime}}\left(u_{n}-\bar{u}_{n}\right)=o(1) . \tag{2.14}
\end{gather*}
$$

Set $w_{n}^{1}=u_{n}-\bar{u}_{n}$. We will consider two cases.
Case 1. $\lim _{n \rightarrow \infty} \sup _{y \in \mathbb{R}^{N}} \int_{B_{1}(y)}\left|w_{n}^{1}\right|^{2} d x=0$.
The Lions Lemma in [28] implies that

$$
\begin{equation*}
w_{n}^{1} \rightarrow 0 \quad \text { in } L^{t}\left(\mathbb{R}^{N}\right), \text { for all } t \in\left(2,2^{*}\right) \tag{2.15}
\end{equation*}
$$

From $\left(\mathrm{a}_{1}\right)$ and $\left(\mathrm{f}_{1}\right)-\left(\mathrm{f}_{3}\right)$, for any $\varepsilon>0$, there exist $p \in\left(2,2^{*}\right)$ and $C(\varepsilon)>0$ such that

$$
\begin{equation*}
|a(x) F(u)| \leq \varepsilon\left(|u|^{2}+|u|^{2^{*}}\right)+C(\varepsilon)|u|^{p} . \tag{2.16}
\end{equation*}
$$

Combining (2.13)-(2.16), there holds

$$
\begin{gather*}
c-I(u)=\frac{1}{2}\left\|w_{n}^{1}\right\|_{H^{1}}^{2}-\left.\frac{1}{2^{*}} \int_{\mathbb{R}^{N}}\left|w_{n}^{1}\right|\right|^{2^{*}} d x+o(1)  \tag{2.17}\\
\left\|w_{n}^{1}\right\|_{H^{1}}^{2}-\int_{\mathbb{R}^{N}}\left|w_{n}^{1}\right|^{2^{*}} d x=o(1) \tag{2.18}
\end{gather*}
$$

We may assume that $\left\|w_{n}^{1}\right\|_{H^{1}}^{2} \rightarrow \rho$. If $\rho>0$, then Sobolev embedding theorem implies that

$$
S \leq \frac{\left\|w_{n}^{1}\right\|_{H^{1}}^{2}}{\left(\int_{\mathbb{R}^{N}}\left|w_{n}^{1}\right|^{2^{*}} d x\right)^{2 / 2^{*}}}
$$

from which we derive that $\rho \geq S^{N / 2}$. Thus, $c-I(u)=\rho / N \geq S^{N / 2} / N$. By $I^{\prime}(u)=0$, we have $c-I(u) \leq c<S^{N / 2} / N$, a contradiction. Then $c=I(u)$.

Case 2. There exists $\gamma_{1}>0$ such that

$$
\lim _{n \rightarrow \infty} \sup _{y \in \mathbb{R}^{N}} \int_{B_{1}(y)}\left|w_{n}^{1}\right|^{2} d x \geq \gamma_{1}>0
$$

Then there exists $y_{n}^{1} \in \mathbb{R}^{N}$ such that

$$
\left|y_{n}^{1}\right| \rightarrow \infty \quad \text { and } \quad \int_{B_{1}\left(y_{n}^{1}\right)}\left|w_{n}^{1}\right|^{2} d x \geq \frac{\gamma_{1}}{2}>0
$$

from which we derive that $w_{n}^{1}\left(\cdot+y_{n}^{1}\right) \rightharpoonup w^{1} \neq 0$ weakly in $H$,

$$
\begin{gather*}
c-I(u)=I^{\infty}\left(w_{n}^{1}\left(\cdot+y_{n}^{1}\right)\right)+o(1),  \tag{2.19}\\
I^{\infty^{\prime}}\left(w_{n}^{1}\left(\cdot+y_{n}^{1}\right)\right)=o(1) . \tag{2.20}
\end{gather*}
$$

Thus, we have $I^{\infty^{\prime}}\left(w^{1}\right)=0$. Similar to (2.11)-(2.12), we know that there exists $\left\{\bar{w}_{n}^{1}\right\} \subset H$ such that $\bar{w}_{n}^{1} \rightarrow w^{1}$ in $H$,

$$
\begin{gather*}
c-I(u)-I^{\infty}\left(w^{1}\right)+o(1)=I^{\infty}\left(w_{n}^{2}\right),  \tag{2.21}\\
I^{\infty^{\prime}}\left(w_{n}^{2}\right)=o(1), \tag{2.22}
\end{gather*}
$$

where $w_{n}^{2}=w_{n}^{1}\left(\cdot+y_{n}^{1}\right)-\bar{w}_{n}^{1}$. We also have $\left\|w_{n}^{2}\right\|^{2}=\left\|w_{n}^{1}\right\|^{2}-\left\|w^{1}\right\|^{2}+o(1)$. Together with (2.10), there holds

$$
\begin{equation*}
\left\|w_{n}^{2}\right\|^{2}=\left\|u_{n}\right\|^{2}-\|u\|^{2}-\left\|w^{1}\right\|^{2}+o(1) . \tag{2.23}
\end{equation*}
$$

Note that $w_{n}^{2} \rightharpoonup 0$ weakly in $H$. Then either

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{y \in \mathbb{R}^{N}} \int_{B_{1}(y)}\left|w_{n}^{2}\right|^{2} d x=0 \tag{2.24}
\end{equation*}
$$

or there exists $\gamma_{2}>0$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{y \in \mathbb{R}^{N}} \int_{B_{1}(y)}\left|w_{n}^{2}\right|^{2} d x \geq \gamma_{2}>0 \tag{2.25}
\end{equation*}
$$

If (2.22) holds, similar to the argument of Case 1 , we have $c=I(u)+I^{\infty}\left(w^{1}\right)$. So we may assume (2.23) holds. Continuing the process of Case 2, we obtain $\left\{w_{n}^{i}\right\} \subset H,\left\{y_{n}^{i}\right\} \subset \mathbb{R}^{N}$ and $\left\{\bar{w}_{n}^{i}\right\} \subset H, i \in \mathbb{N}$ such that $\left|y_{n}^{i}\right| \rightarrow \infty, w_{n}^{i}\left(\cdot+y_{n}^{i}\right) \rightharpoonup$ $w^{i} \neq 0$ weakly in $H, \bar{w}_{n}^{i} \rightarrow w^{i}$ in $H, I^{\infty^{\prime}}\left(w^{i}\right)=0$,

$$
\begin{gather*}
c-I(u)-\sum_{i=1}^{l} I^{\infty}\left(w^{i}\right)+o(1)=I^{\infty}\left(w_{n}^{l+1}\right),  \tag{2.26}\\
I^{\infty^{\prime}}\left(w_{n}^{l+1}\right)=o(1) \tag{2.27}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\|w_{n}^{l+1}\right\|^{2}=\left\|u_{n}\right\|^{2}-\|u\|^{2}-\sum_{i=1}^{l}\left\|w^{i}\right\|^{2}+o(1) \tag{2.28}
\end{equation*}
$$

where $w_{n}^{l+1}=w_{n}^{l}\left(\cdot+y_{n}^{l}\right)-\bar{w}_{n}^{l}, l \in \mathbb{N}$. Standard argument shows that there exists $\beta>0$ such that if $I^{\infty^{\prime}}\left(w^{i}\right)=0$, then $\left\|w^{i}\right\|^{2} \geq \beta>0$ independent of $\beta$. Together with (2.26), we conclude that $w_{n}^{l+1} \rightarrow 0$ at some $l=k$. Thus, by (2.24), we have $c=I(u)+\sum_{i=1}^{k} I^{\infty}\left(w^{i}\right)$.

From Theorem 1.1 in [29], we know that there exists $u_{\infty} \in H$ such that $u_{\infty}$ is radial, $I^{\infty}\left(u_{\infty}\right)=m_{\infty}$ and $I^{\infty^{\prime}}\left(u_{\infty}\right)=0$, where $m_{\infty}=\inf \left\{I^{\infty}(u) ; u \in H\right.$, $\left.u \neq 0, I^{\infty^{\prime}}(u)=0\right\}$. Note that $u_{\infty}$ is not sign-changing. We may assume $u_{\infty} \geq 0$ in $H$. Then by the Maximum Principle, we get $u_{\infty}$ is positive.

Remark 2.3. Set $g(t)=I^{\infty}\left(t u_{\infty}\right)$, where $t \in(0, \infty)$. Observe that

$$
g^{\prime}(t)=t\left[\int_{\mathbb{R}^{N}}\left(\left|\nabla u_{\infty}\right|^{2}+u_{\infty}^{2}\right) d x-\int_{\mathbb{R}^{N}} \frac{f\left(t u_{\infty}\right)}{t u_{\infty}} u_{\infty}^{2} d x-t^{2^{*}-2} \int_{\mathbb{R}^{N}}|u|^{2^{*}} d x\right] .
$$

From $\left(\mathrm{f}_{6}\right)$, we can derive that $g(t)$ has a unique critical point corresponding to its maximum. Since $I^{\infty^{\prime}}\left(u_{\infty}\right)=0$, this critical point should be achieved at $t=1$.

The following lemma in [24] is standard.
Lemma 2.4. Let $N>2$. Then there is a constant $C=C(N)$ such that

$$
|u(x)| \leq \frac{C}{|x|^{(N-2) / 2}}\|u\|, \quad \text { for all } x \neq 0
$$

for any $u \in H_{r}^{1}\left(\mathbb{R}^{N}\right)$.
Lemma 2.5. For any $\delta \in(0,1)$, there exists $C=C(\delta)>0$ such that

$$
u_{\infty}(x) \leq C e^{-(1-\delta)|x|}
$$

Proof. From Lemma 2.3, we know that $u_{\infty}(x) \rightarrow 0$ as $|x| \rightarrow \infty$. Then by $\left(\mathrm{f}_{2}\right)$, for any $\delta>0$, there exists $R=R(\delta)>0$ such that for $|x| \geq R$, there holds $1-f\left(u_{\infty}\right) / u_{\infty}-u_{\infty}^{2^{*}-2} \geq(1-\delta)^{2}$. Thus, $-\Delta u_{\infty}+(1-\delta)^{2} u_{\infty} \leq 0$ for $|x| \geq R$ and there exists $M=M(\delta)>0$ such that $u_{\infty}(x) \leq M$ for $|x|=R$. Let $v(x)=M e^{-(1-\delta)(|x|-R)}$. Direct calculation shows that $-\Delta v+(1-\delta)^{2} v \geq 0$ for $x \neq 0$. By the Maximum Principle, we conclude that $u_{\infty}(x) \leq M e^{-(1-\delta)(|x|-R)}$ for $|x| \geq R$. Then Lemma 2.4 follows easily.

## 3. Proof of Theorem 1.1

Proof of Theorem 1.1. From Lemma 2.1, there is a sequence $\left\{u_{n}\right\} \subset H$ such that $\left\|u_{n}\right\|$ is bounded, $I\left(u_{n}\right) \rightarrow c \in\left(0, S^{N / 2} / N\right)$ and $I^{\prime}\left(u_{n}\right) \rightarrow 0$. We claim that $c<m_{\infty}$. Let $\beta=(1,0, \ldots, 0)$ be a fixed unit vector in $\mathbb{R}^{N}$. It follows from the definition of $c$ that $c \leq \sup _{t \geq 0} I\left(t u_{\infty}(x-R \beta)\right)$. From $\left(\mathrm{V}_{1}\right),\left(\mathrm{a}_{1}\right)$ and $\left(\mathrm{f}_{4}\right)$, we know that there exists $t^{\prime} \in(0,1)$ such that

$$
\begin{equation*}
\sup _{0 \leq t \leq t^{\prime}} I\left(t u_{\infty}(x-R \beta)\right) \leq \frac{1}{2}\left|t^{\prime}\right|^{2}\left\|u_{\infty}(x-R \beta)\right\|^{2} \leq C\left|t^{\prime}\right|^{2}\left\|u_{\infty}\right\|_{H^{!}}^{2}<m_{\infty} \tag{3.1}
\end{equation*}
$$

independent of $R>0$. From $\left(\mathrm{V}_{1}\right),\left(\mathrm{a}_{1}\right)$ and $\left(\mathrm{f}_{4}\right)$, we also have that there exists $t^{\prime \prime}>0$ such that

$$
\begin{align*}
& \sup _{t \geq t^{\prime \prime}} I\left(t u_{\infty}(x-R \beta)\right)  \tag{3.2}\\
& \quad \leq \sup _{t \geq t^{\prime \prime}}\left(\frac{1}{2} t^{2}\left\|u_{\infty}(x-R \beta)\right\|^{2}-\frac{1}{2^{*}} t^{2^{*}} \int_{\mathbb{R}^{N}}\left|u_{\infty}\right|^{2^{*}} d x\right) \\
& \quad \leq \sup _{t \geq t^{\prime \prime}}\left(C t^{2}\left\|u_{\infty}\right\|_{H^{1}}^{2}-\frac{1}{2^{*}} t^{2^{*}} \int_{\mathbb{R}^{N}}\left|u_{\infty}\right|^{2^{*}} d x\right)<m_{\infty}
\end{align*}
$$

independent of $R>0$.

Thus, we only need to prove that $\sup _{t^{\prime} \leq t \leq t^{\prime \prime}} I\left(t u_{\infty}(x-R \beta)\right)<m_{\infty}$. Observe that by $\left(\mathrm{V}_{2}\right)$ and $\left(\mathrm{a}_{2}\right)$,

$$
\begin{align*}
I\left(t u_{\infty}\right. & (x-R \beta))  \tag{3.3}\\
= & I^{\infty}\left(t u_{\infty}(x-R \beta)\right)+\frac{1}{2} t^{2} \int_{\mathbb{R}^{N}}(V(x)-1)\left|u_{\infty}(x-R \beta)\right|^{2} d x \\
& -\frac{1}{p} t^{p} \int_{\mathbb{R}^{N}}(a(x)-1)\left|u_{\infty}(x-R \beta)\right|^{p} d x \\
\leq & I^{\infty}\left(t u_{\infty}\right)-\frac{C_{1}}{2} t^{2} \int_{\mathbb{R}^{N}} e^{-b|x+R \beta|}\left|u_{\infty}\right|^{2} d x \\
& +\frac{C_{2}}{p} t^{p} \int_{\mathbb{R}^{N}} e^{-a|x+R \beta|}\left|u_{\infty}\right|^{p} d x .
\end{align*}
$$

Lemma 2.4 implies that

$$
\int_{\mathbb{R}^{N}} e^{-a|x+R \beta|}\left|u_{\infty}\right|^{p} d x \leq \int_{\mathbb{R}^{N}} e^{-a R} e^{a|x|-p(1-\delta)|x|} d x
$$

Choose $\delta \in(0,1-a / p)$. Then

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} e^{-a|x+R \beta|}\left|u_{\infty}\right|^{p} \mathrm{~d} x \leq C e^{-a R} \tag{3.4}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} e^{-b|x+R \beta|}\left|u_{\infty}\right|^{2} \mathrm{~d} x \geq e^{-b R} \int_{|x| \leq 1} e^{-b|x|}\left|u_{\infty}\right|^{2} \mathrm{~d} x \geq C e^{-b R} \tag{3.5}
\end{equation*}
$$

Thus, from Remark 2.1 and (3.3)-(3.5),

$$
\begin{equation*}
\sup _{t^{\prime} \leq t \leq t^{\prime \prime}} I\left(t u_{\infty}(x-R \beta)\right) \leq m_{\infty}+C e^{-a R}-C e^{-b R} \tag{3.6}
\end{equation*}
$$

By $0<b<a$, we can choose $R$ large enough such that $\sup _{t^{\prime}<t<t^{\prime \prime}} I\left(t u_{\infty}(x-R \beta)\right)<$ $m_{\infty}$. Thus, we have $c<m_{\infty}$. Lemma 2.2 implies that $\bar{I}$ satisfies the PalaisSmale condition at $c \in\left(0, m_{\infty}\right)$. Then we have $u_{n} \rightarrow u$ in $H, I(u)=c$ and $I^{\prime}(u)=0$. Let

$$
m=\inf \left\{I(v) ; v \in H, v \neq 0, I^{\prime}(v)=0\right\} .
$$

Since $I^{\prime}(u)=0$, we have $0 \leq m \leq I(u)<m_{\infty}$. By the definition of $m$, there exists $\left\{v_{n}\right\} \subset H$ such that $v_{n} \neq 0, I\left(v_{n}\right) \rightarrow m$ and $I^{\prime}\left(v_{n}\right)=0$. Standard argument shows that there exists $\gamma>0$ such that $\left\|v_{n}\right\|^{2} \geq \gamma>0$ independent of $n$, which implies that $m>0$. Then $m \in\left(0, m_{\infty}\right)$. Since $I$ satisfies the Palais-Smale condition at $c \in\left(0, m_{\infty}\right)$, we have $v_{n} \rightarrow v$ in $H, I(v)=m$ and $I^{\prime}(v)=0$.

## 4. Proof of Theorem 1.2

In this section, we may assume that meas $\left\{x \in \mathbb{R}^{N} ; a(x)>1\right\}>0$. Similar argument as in [18] can derive the following result.

Lemma 4.1. There exists $\gamma \in C([0,1], H)$ such that $\gamma(0)=0, I^{\infty}(\gamma(1))<0$, $u_{\infty} \in \gamma([0,1])$ and $\max _{t \in[0,1]} I^{\infty}(\gamma(t))=I^{\infty}\left(u_{\infty}\right)=m_{\infty}$. Moreover, $0 \notin \gamma((0,1])$.

Define the functional $J$ :

$$
J(u)=\frac{1}{2} \int_{\mathbb{R}^{N}}\left(|\nabla u|^{2}+u^{2}\right) d x-\int_{\mathbb{R}^{N}} a(x) F(u) \mathrm{d} x-\frac{1}{2^{*}} \int_{\mathbb{R}^{N}}|u|^{2^{*}} d x, \quad u \in H
$$

Lemma 4.2. The functional $J$ admits a nontrivial critical point $w \in H$. Moreover, we have $J(w) \in\left(0, m_{\infty}\right)$ and $\|w\|_{H^{1}}^{2}<2 \theta m_{\infty} /(\theta-2)$.

Proof. Define

$$
c_{a}=\inf _{\gamma \in \Gamma} \max _{t \in[0,1]} J(\gamma(t)),
$$

where $\Gamma=\{\gamma \in C([0,1], H) ; \gamma(0)=0, J(\gamma(1))<0\}$. By Lemma 2.1, we can obtain a sequence $\left\{u_{n}\right\} \subset H$ such that $u_{n} \rightharpoonup w$ weakly in $H, J\left(u_{n}\right) \rightarrow c_{a} \in$ $\left(0,1 / N S^{N / 2}\right)$ and $J^{\prime}\left(u_{n}\right) \rightarrow 0$. Lemma 2.2 implies that $J$ satisfies the PalaisSmale condition at $c_{a} \in\left(0, m_{\infty}\right)$. Now we claim that $c_{a} \in\left(0, m_{\infty}\right)$. Lemma 4.1 implies that $\max _{t \in[0,1]} I^{\infty}(\gamma(t))=m_{\infty}$, where $\gamma \in C([0,1], H)$ such that $\gamma(0)=0$, $I^{\infty}(\gamma(1))<0$ and $0 \notin \gamma((0,1])$. From ( $\mathrm{a}_{3}$ ), we know that $J(\gamma(t))<I^{\infty}(\gamma(t))$ for all $t \in(0,1]$. Thus, the definition of $c_{a}$ implies that

$$
c_{a} \leq \max _{t \in[0,1]} J(\gamma(t))<\max _{t \in[0,1]} I^{\infty}(\gamma(t))=m_{\infty}
$$

Then we have $u_{n} \rightarrow w$ in $H, J(w) \in\left(0, m_{\infty}\right)$ and $J^{\prime}(w)=0$. Similar to (2.3), we have $c_{a} \geq(1 / 2-1 / \theta)\|w\|_{H^{1}}^{2}$, from which we get $\|w\|_{H^{1}}^{2}<2 \theta m_{\infty} /(\theta-2)$.

Remark 4.3. Set $h(t)=J(t w)$, where $t \in(0, \infty)$. Similar to Remark 2.1, we know that $h(t)$ has a unique critical point at $t=1$ corresponding to its maximum.

Proof of Theorem 1.2. From Lemma 2.1, there is a sequence $\left\{u_{n}\right\} \subset H$ such that $\left\|u_{n}\right\|$ is bounded, $I\left(u_{n}\right) \rightarrow c \in\left(0, S^{N / 2} / N\right)$ and $I^{\prime}\left(u_{n}\right) \rightarrow 0$. We claim that $c<m_{\infty}$. Similar to the proof of Theorem 1.1, we know that there exist $t_{1} \in(0,1)$ and $t_{2}>1$ such that $\sup _{0 \leq t \leq t_{1}} I(t w)<m_{\infty}$ and $\sup _{t \geq t_{2}} I(t w)<m_{\infty}$. From $\left(V_{3}\right)$,

$$
I(t w)=J(t w)+\frac{1}{2} t^{2} \int_{\mathbb{R}^{N}}(V(x)-1) w^{2} d x \leq J(t w)+\frac{1}{2} t^{2}\|w\|_{2^{*}}^{2}\|V(x)-1\|_{N / 2}
$$

Thus, by Lemma 4.2 and Remark 4.1,

$$
\sup _{t_{1} \leq t \leq t_{2}} I(t w) \leq \sup _{t \geq 0} h(t)+C\|V(x)-1\|_{N / 2}
$$

which implies that $\sup _{t_{1} \leq t \leq t_{2}} I(t w)<m_{\infty}$ for $\|V(x)-1\|_{N / 2}$ small enough. The rest of the proof is similar to the proof of Theorem 1.1, we omit it here.
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