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#### Abstract

This paper studies existence results for boundary value problems of nonlinear fractional hybrid differential inclusions of quadratic type, by using a fixed point theorem of Dhage [11].


## 1. Introduction

Fractional differential equations have aroused great interest, which is caused by both the intensive development of the theory of fractional calculus and the application of physics, mechanics, chemistry and engineering sciences. For some recent development on the topic see [1]-[9] and the references cited therein.

In this paper, we study the following boundary value problem

$$
\left\{\begin{array}{l}
D^{\alpha}\left[\frac{x(t)}{f(t, x(t))}\right] \in F(t, x(t)) \quad \text { a.e. } t \in(0,1)  \tag{1.1}\\
x(0)=x(1)=0
\end{array}\right.
$$

where $D^{\alpha}$ is the standard Riemann-Liouville fractional derivative of order $\alpha$, $1<\alpha \leq 2, f \in C([0,1] \times \mathbb{R}, \mathbb{R} \backslash\{0\}), F:[0,1] \times \mathbb{R} \rightarrow \mathcal{P}(\mathbb{R})$ is a multivalued map, $\mathcal{P}(\mathbb{R})$ is the family of all subsets of $\mathbb{R}$.

[^0]The present paper is motivated by a recent paper of Sun et al. [18], where it considered problem (1.1) with $F$ single-valued and results on existence of solutions are provided. Here we prove an existence result for the problem (1.1), by using a fixed point theorem in Banach algebras due to Dhage [11], under Lipschitz and Carathéodory conditions. For some recent results on hybrid fractional differential equations we refer to [7], [12], [20] and the references cited therein.

The paper is organized as follows: in Section 2 we recall some preliminary facts that we need in the sequel and in Section 3 we prove our main result.

## 2. Preliminaries

2.1. Fractional calculus. Let us recall some basic definitions of fractional calculus [14], [16], [17].

Definition 2.1. The Riemann-Liouville derivative of fractional order $q$ is defined as
$D_{0+}^{q} g(t)=\frac{1}{\Gamma(n-q)}\left(\frac{d}{d t}\right)^{n} \int_{0}^{t}(t-s)^{n-q-1} g(s) d s, \quad n-1<q<n, n=[q]+1$, provident the integral exists, where $[q]$ denotes the integer part of the real number $q$.

Definition 2.2. The Riemann-Liouville fractional integral of order $q$ is defined as

$$
I_{0+}^{q} g(t)=\frac{1}{\Gamma(q)} \int_{0}^{t} \frac{g(s)}{(t-s)^{1-q}} d s, \quad q>0
$$

provided the integral exists.
LEmma 2.3. For $q>0$, the general solution of the fractional differential equation $D_{0+}^{q} x(t)=0$ is given by

$$
x(t)=c_{1} t^{q-1}+c_{2} t^{q-2}+\ldots+c_{n} t^{q-n}
$$

where $c_{i} \in \mathbb{R}, i=1, \ldots, n(n=[q]+1)$.
In view of Lemma 2.3, it follows that

$$
\begin{equation*}
I_{0+}^{q} D_{0+}^{q} x(t)=x(t)+c_{1} t^{q-1}+c_{2} t^{q-2}+\ldots+c_{n} t^{q-n} \tag{2.1}
\end{equation*}
$$

for some $c_{i} \in \mathbb{R}, i=1, \ldots, n(n=[q]+1)$.
Definition 2.4. A function $x \in A C^{1}([0,1], \mathbb{R})$ is called a solution of problem (1.1) if there exists a function $v \in L^{1}([0,1], \mathbb{R})$ with $v(t) \in F(t, x(t))$ almost everywhere in $[0,1]$, such that

$$
D^{\alpha}\left[\frac{x(t)}{f(t, x(t))}\right]=v(t), \quad \text { a.e. in }[0,1] \quad \text { and } \quad x(0)=x(1)=0 .
$$

Lemma 2.5 [18]. Let $1<\alpha<2$. Given $y \in C([0,1], \mathbb{R})$, then the unique solution of the problem

$$
\left\{\begin{array}{l}
D^{\alpha}\left[\frac{x(t)}{f(t, x(t))}\right]+y(t)=0, \quad 0<t<1,1<\alpha \leq 2  \tag{2.2}\\
x(0)=x(1)=0
\end{array}\right.
$$

is given by

$$
x(t)=f(t, x(t)) \int_{0}^{1} G(t, s) y(s) d s
$$

where

$$
G(t, s)=\frac{1}{\Gamma(\alpha)} \begin{cases}{[t(1-s)]^{\alpha-1}-(t-s)^{\alpha-1},} & 0 \leq s \leq t \leq 1  \tag{2.3}\\ {[t(1-s)]^{\alpha-1},} & 0 \leq t \leq s \leq 1\end{cases}
$$

Lemma 2.6 [19]. The functions $G(t, s)$ have the following properties:
(a) $G(t, s) \geq 0$ for all $t, s \in[0,1]$.
(b) $G(t, s) \leq(\alpha-1) s(1-s)^{\alpha-1} / \Gamma(\alpha)$ for all $t, s \in[0,1]$.
2.2. Multi-valued analysis. Let us recall some basic definitions on multivalued maps [10], [13].

For a normed space $(X,\|\cdot\|)$, let $\mathcal{P}_{\mathrm{cl}}(X)=\{Y \in \mathcal{P}(X): Y$ is closed $\}$, $\mathcal{P}_{\mathrm{b}}(X)=\{Y \in \mathcal{P}(X): Y$ is bounded $\}, \mathcal{P}_{\mathrm{cp}}(X)=\{Y \in \mathcal{P}(X): Y$ is compact $\}$, and $\mathcal{P}_{\mathrm{cp}, \mathrm{cv}}(X)=\{Y \in \mathcal{P}(X): Y$ is compact and convex $\}$. A multi-valued map $G: X \rightarrow \mathcal{P}(X)$ is convex (closed) valued if $G(x)$ is convex (closed) for all $x \in X$. The map $G$ is bounded on bounded sets if $G(\mathbb{B})=\bigcup_{x \in \mathbb{B}} G(x)$ is bounded in $X$ for all $\mathbb{B} \in \mathcal{P}_{\mathrm{b}}(X)$ (i.e. $\left.\sup _{x \in \mathbb{B}}\{\sup \{|y|: y \in G(x)\}\}<\infty\right)$. $G$ is called upper semicontinuous (u.s.c.) on $X$ if for each $x_{0} \in X$, the set $G\left(x_{0}\right)$ is a nonempty closed subset of $X$, and if for each open set $N$ of $X$ containing $G\left(x_{0}\right)$, there exists an open neighbourhood $\mathcal{N}_{0}$ of $x_{0}$ such that $G\left(\mathcal{N}_{0}\right) \subseteq N . G$ is said to be compact if $G(X)$ is a relatively compact subset of $X . G$ is said to be totally bounded if $G(\mathbb{B})$ is relatively compact subset of $X$ for every $\mathbb{B} \in \mathcal{P}_{b}(X)$. If the multi-valued map $G$ is totally bounded with nonempty compact values, then $G$ is u.s.c. if and only if $G$ has a closed graph, i.e. $x_{n} \rightarrow x_{*}, y_{n} \rightarrow y_{*}, y_{n} \in G\left(x_{n}\right)$ imply $y_{*} \in G\left(x_{*}\right) . G$ has a fixed point if there is $x \in X$ such that $x \in G(x)$. The fixed point set of the multivalued operator $G$ will be denoted by Fix $G$. A multivalued $\operatorname{map} G:[0 ; 1] \rightarrow \mathcal{P}_{\mathrm{cl}}(\mathbb{R})$ is said to be measurable if for every $y \in \mathbb{R}$, the function

$$
t \mapsto d(y, G(t))=\inf \{|y-z|: z \in G(t)\}
$$

is measurable.

Let $C([0,1])$ denote a Banach space of continuous functions from $[0,1]$ into $\mathbb{R}$ with the norm $\|x\|=\sup _{t \in[0,1]}|x(t)|$. Let $L^{1}([0,1], \mathbb{R})$ be the Banach space of measurable functions $x:[0,1] \rightarrow \mathbb{R}$ which are Lebesgue integrable and normed by

$$
\|x\|_{L^{1}}=\int_{0}^{1}|x(t)| d t
$$

Definition 2.7. A multivalued map $F:[0,1] \times \mathbb{R} \rightarrow \mathcal{P}(\mathbb{R})$ is said to be Carathéodory if
(a) $t \mapsto F(t, x)$ is measurable for each $x \in \mathbb{R}$;
(b) $x \mapsto F(t, x)$ is upper semicontinuous for almost all $t \in[0,1]$;

Further a Carathéodory function $F$ is called $L_{\mathbb{R}}^{1}$-Carathéodory if
(c) there exists a function $g \in L^{1}\left([0,1], \mathbb{R}^{+}\right)$such that

$$
\|F(t, x)\|=\sup \{|v|: v \in F(t, x)\} \leq g(t)
$$

for all $x \in \mathbb{R}$ and for almost every $t \in[0,1]$.
For each $y \in C([0,1], \mathbb{R})$, define the set of selections of $F$ by

$$
S_{F, y}:=\left\{v \in L^{1}([0,1], \mathbb{R}): v(t) \in F(t, y(t)) \text { for a.e. } t \in[0,1]\right\}
$$

The following lemma is used in the sequel.
Lemma 2.8 [15]. Let $X$ be a Banach space. Let $F:[0,1] \times \mathbb{R} \rightarrow \mathcal{P}_{\mathrm{cp}, \mathrm{cv}}(X)$ be an $L^{1}$-Carathéodory multivalued map and let $\Theta$ be a linear continuous mapping from $L^{1}([0,1], X)$ to $C([0,1], X)$. Then the operator
$\Theta \circ S_{F}: C([0,1], X) \rightarrow \mathcal{P}_{\mathrm{cp}, \mathrm{cv}}(C([0,1], X)), \quad x \mapsto\left(\Theta \circ S_{F}\right)(x)=\Theta\left(S_{F, x}\right)$
is a closed graph operator in $C([0,1], X) \times C([0,1], X)$.
The following fixed point theorem due to Dhage [11] is fundamental in the proof of our main result.

Theorem 2.9. Let $X$ be a Banach algebra and let $A: X \rightarrow X$ be a single valued and $B: X \rightarrow \mathcal{P}_{\mathrm{cp}, \mathrm{cv}}(X)$ be a multi-valued operator satisfying:
(a) $A$ is single-valued Lipschitz with a Lipschitz constant $k$,
(b) $B$ is compact and upper semi-continuous,
(c) $2 M k<1$, where $M=\|B(X)\|$.

Then either
(i) the operator inclusion $x \in A x B x$ has a solution, or
(ii) the set $\mathcal{E}=\{u \in X \mid \mu u \in A u B u, \mu>1\}$ is unbounded.

Theorem 2.10. Assume that:
$\left(\mathrm{H}_{1}\right)$ The function $f:[0,1] \times \mathbb{R} \rightarrow \mathbb{R} \backslash\{0\}$ is continuous and there exists a bounded function $\phi$ such that $\phi(t)>0$, for almost every $t \in[0,1]$ and

$$
|f(t, x)-f(t, y)| \leq \phi(t)|x(t)-y(t)|,
$$

for almost every $t \in[0,1]$ and for all $x, y \in \mathbb{R}$;
$\left(\mathrm{H}_{2}\right) \quad F:[0,1] \times \mathbb{R} \rightarrow \mathcal{P}(\mathbb{R})$ is $L_{\mathbb{R}^{-}}^{1}$-Carathéodory and has nonempty compact and convex values;
$\left(\mathrm{H}_{3}\right) \frac{\|\phi\|(\alpha-1)}{\Gamma(\alpha)} \int_{0}^{1} s(1-s)^{\alpha-1} g(s) d s<\frac{1}{2}$.
Then the boundary value problem (1.1) has at least one solution on $[0,1]$.
Proof. Set $X=C([0,1], \mathbb{R})$. Transform the problem (1.1) into a fixed point problem. Consider the operator $\mathcal{N}: C([0,1], \mathbb{R}) \rightarrow \mathcal{P}(C([0,1], \mathbb{R}))$ defined by

$$
\mathcal{N}(x)=\left\{h \in C([0,1], \mathbb{R}): h(t)=f(t, x(t)) \int_{0}^{1} G(t, s) v(s) d s, v \in S_{F, x}\right\}
$$

Now we define two operators $\mathcal{A}: C([0,1], \mathbb{R}) \rightarrow C([0,1], \mathbb{R})$ by

$$
\begin{equation*}
\mathcal{A} x(t)=f(t, x(t)), \quad t \in[0,1], \tag{2.4}
\end{equation*}
$$

and $\mathcal{B}: C([0,1], \mathbb{R}) \rightarrow \mathcal{P}(C([0,1], \mathbb{R}))$ by

$$
\begin{equation*}
\mathcal{B}(x)=\left\{h \in C([0,1], \mathbb{R}): h(t)=\int_{0}^{1} G(t, s) v(s) d s, v \in S_{F, x}\right\} \tag{2.5}
\end{equation*}
$$

Then $\mathcal{N}(x)=\mathcal{A} x \mathcal{B} x$. We shall show that the operators $\mathcal{A}$ and $\mathcal{B}$ satisfy all the conditions of Theorem 2.9. For better readability we break the proof into a sequence of steps.

Step 1. We first show that $\mathcal{A}$ is a Lipschitz on X, i.e. (a) of Theorem 2.9 holds.

Let $x, y \in X$. Then by $\left(\mathrm{H}_{1}\right)$ we have

$$
|\mathcal{A} x(t)-\mathcal{A} y(t)|=|f(t, x(t))-f(t, y(t))| \leq \phi(t)|x(t)-y(t)| \leq\|\phi\|\|x-y\|
$$

for all $t \in[0,1]$. Taking the supremum over $t$ we obtain

$$
\|\mathcal{A} x-\mathcal{A} y\| \leq\|\phi\|\|x-y\|
$$

for all $x, y \in X$. So $\mathcal{A}$ is a Lipschitz on $X$ with Lipschitz constant $\|\phi\|$.
Step 2. Now we show that the multi-valued operator $\mathcal{B}$ is compact and upper semi-continuous on $X$, i.e. (b) of Theorem 2.9 holds.

First we show that $\mathcal{B}$ has convex values.
Let $u_{1}, u_{2} \in \mathcal{B} x$. Then there are $v_{1}, v_{2} \in S_{F, x}$ such that

$$
u_{i}(t)=\int_{0}^{1} G(t, s) v_{i}(s) d s, \quad t \in[0,1], i=1,2
$$

For any $\theta \in[0,1]$, we have

$$
\begin{aligned}
\theta u_{1}(t)+(1-\theta) u_{2}(t) & =\theta \int_{0}^{1} G(t, s) u_{1}(s) d s+(1-\theta) \int_{0}^{1} G(t, s) u_{2}(s) d s \\
& =\int_{0}^{1} G(t, s)\left[\theta u_{1}(s)+(1-\theta) u_{2}(s)\right] d s \\
& =\int_{0}^{1} G(t, s) v(s) d s
\end{aligned}
$$

where $v(t)=\theta v_{1}(t)+(1-\theta) v_{2}(t) \in F(t, x(t))$ for all $t \in[0,1]$. Hence $\theta u_{1}(t)+$ $(1-\theta) u_{2}(t) \in \mathcal{B} x$ and consequently $\mathcal{B} x$ is convex for each $x \in X$. As a result $\mathcal{B}$ defines a multi valued operator $\mathcal{B}: X \rightarrow \mathcal{P}_{\mathrm{cv}}(X)$.

Next we show that $\mathcal{B}$ maps $X$ into bounded subset of $X$. To see this, $x \in X$ be arbitrary. Then for each $h \in \mathcal{B} x$, there exists a $v \in S_{F, x}$ such that

$$
h(t)=\int_{0}^{1} G(t, s) v(s) d s
$$

Then, for each $t \in[0,1]$,

$$
|h(t)| \leq \int_{0}^{1}|G(t, s) \| v(s)| d s \leq \frac{(\alpha-1)}{\Gamma(\alpha)} \int_{0}^{1} s(1-s)^{\alpha-1} g(s) d s
$$

This further implies that

$$
\|h\| \leq \frac{(\alpha-1)}{\Gamma(\alpha)} \int_{0}^{1} s(1-s)^{\alpha-1} g(s) d s
$$

and so $\mathcal{B}(X)$ is uniformly bounded.
Next we show that $\mathcal{B}(X)$ is an equicontinuous set. Let $x \in X$ is any point. Then there exists a $v \in S_{F, x}$ such that

$$
h(t)=\int_{0}^{1} G(t, s) v(s) d s
$$

Then for any $t_{1}, t_{2} \in[0,1]$ with $t_{1} \leq t_{2}$ we have

$$
\begin{aligned}
\left|h\left(t_{2}\right)-h\left(t_{1}\right)\right| & \leq \int_{0}^{1}\left|G\left(t_{2}, s\right)-G\left(t_{1}, s\right)\right||v(s)| d s \\
& \leq \int_{0}^{1}\left|G\left(t_{2}, s\right)-G\left(t_{1}, s\right)\right| g(s) \mid d s \\
& \leq \int_{0}^{1}\left|G\left(t_{2}, s\right)-G\left(t_{1}, s\right)\right| g(s) \mid d s
\end{aligned}
$$

Obviously the right hand side of the above inequality tends to zero independently of $x \in X$ as $t_{2}-t_{1} \rightarrow 0$. Therefore, it follows from the Arzelá-Ascoli theorem that $\mathcal{B}: C([0,1], \mathbb{R}) \rightarrow \mathcal{P}(C([0,1], \mathbb{R}))$ is compact.

In our next step, we show that $\mathcal{B}$ has a closed graph. Let $x_{n} \rightarrow x_{*}, h_{n} \in \mathcal{B}\left(x_{n}\right)$ and $h_{n} \rightarrow h_{*}$. Then we need to show that $h_{*} \in \mathcal{B} x_{*}$. Associated with $h_{n} \in \mathcal{B}\left(x_{n}\right)$, there exists $v_{n} \in S_{F, x_{n}}$ such that for each $t \in[0,1]$,

$$
h_{n}(t)=\int_{0}^{1} G(t, s) v_{n}(s) d s
$$

Thus it suffices to show that there exists $v_{*} \in S_{F, x_{*}}$ such that for each $t \in[0,1]$,

$$
h_{*}(t)=\int_{0}^{1} G(t, s) v_{*}(s) d s
$$

Let us consider the linear operator $\Theta: L^{1}([0,1], \mathbb{R}) \rightarrow C([0,1], \mathbb{R})$ given by

$$
f \mapsto \Theta(v)(t)=\int_{0}^{1} G(t, s) v(s) d s
$$

Observe that

$$
\left\|h_{n}(t)-h_{*}(t)\right\|=\left\|\int_{0}^{1} G(t, s)\left(v_{n}(s)-v_{*}(s)\right) d s\right\| \rightarrow 0, \quad \text { as } n \rightarrow \infty
$$

Thus, it follows by Lemma 2.8 that $\Theta \circ S_{F}$ is a closed graph operator. Further, we have $h_{n}(t) \in \Theta\left(S_{F, x_{n}}\right)$. Since $x_{n} \rightarrow x_{*}$, therefore, we have

$$
h_{*}(t)=\int_{0}^{1} G(t, s) v_{*}(s) d s, \quad \text { for some } v_{*} \in S_{F, x_{*}}
$$

As a result we have that the operator $\mathcal{B}$ is compact and upper semicontinuous operator on $X$.

Step 3. Now we show that $2 M k<1$, i.e. (c) of Theorem 2.9 holds.
This is obvious by $\left(\mathrm{H}_{3}\right)$ since we have

$$
M=\|B(X)\|=\sup \{\mid \mathcal{B} x: x \in X\} \leq \frac{(\alpha-1)}{\Gamma(\alpha)} \int_{0}^{1} s(1-s)^{\alpha-1} g(s) d s
$$

and $k=\|\phi\|$.
Thus all the conditions of Theorem 2.9 are satisfied and a direct application of it yields that either the conclusion (i) or the conclusion (ii) holds. We show that the conclusion (ii) is not possible.

Let $u \in \mathcal{E}$ be arbitrary. Then we have for $\lambda>1, \lambda u \in \mathcal{A} u(t) \mathcal{B} u(t)$. Then there exists $v \in S_{F, x}$ such that for any $\lambda>1$, one has

$$
u(t)=\lambda^{-1}\left[f(t, u(t)] \int_{0}^{t} G(t, s) v(s) d s\right.
$$

for all $t \in[0,1]$. Then we have

$$
\begin{aligned}
|u(t)| & \leq \lambda^{-1} \mid f\left(t, u(t)\left|\int_{0}^{1}\right| G(t, s) \| v(s) \mid d s\right. \\
& \leq\left[\left|f \left(t, u(t)-f(t, 0)|+|f(t, 0)|] \int_{0}^{1}|G(t, s) \| v(s)| d s\right.\right.\right. \\
& \leq\left[\|\phi\|\|u\|+F_{0}\right] \int_{0}^{1}|G(t, s) \| v(s)| d s \\
& \leq\left[\|\phi\|\|u\|+F_{0}\right] \frac{(\alpha-1)}{\Gamma(\alpha)} \int_{0}^{1} s(1-s)^{\alpha-1} g(s) d s \\
& =\|\phi\|\|u\| \frac{(\alpha-1)}{\Gamma(\alpha)} \int_{0}^{1} s(1-s)^{\alpha-1} g(s) d s+F_{0} \frac{(\alpha-1)}{\Gamma(\alpha)} \int_{0}^{1} s(1-s)^{\alpha-1} g(s) d s
\end{aligned}
$$

where we have put $F_{0}=\sup _{t \in[0,1]}|f(t, 0)|$. Then we have
$\left(1-\frac{\|\phi\|(\alpha-1)}{\Gamma(\alpha)} \int_{0}^{1} s(1-s)^{\alpha-1} g(s) d s\right)\|u\| \leq \frac{F_{0}(\alpha-1)}{\Gamma(\alpha)} \int_{0}^{1} s(1-s)^{\alpha-1} g(s) d s$, and consequently

$$
\|u\| \leq \frac{F_{0}(\alpha-1) \int_{0}^{1} s(1-s)^{\alpha-1} g(s) d s}{\Gamma(\alpha)-\|\phi\|(\alpha-1) \int_{0}^{1} s(1-s)^{\alpha-1} g(s) d s}
$$

Thus the condition (ii) of Thorem 2.9 does not hold. Therefore the operator equation $\mathcal{A} x \mathcal{B} x$ and consequently problem (1.1) has a solution on $[0,1]$. This completes the proof.

Example 2.11. Consider the boundary value problem

$$
\left\{\begin{array}{l}
D^{3 / 2}\left[\frac{x(t)}{\sin x+2}\right] \in F(t, x(t)), \quad 0<t<1  \tag{2.6}\\
x(0)=x(1)=0
\end{array}\right.
$$

where $F:[0,1] \times \mathbb{R} \rightarrow \mathcal{P}(\mathbb{R})$ is a multivalued map given by

$$
t \rightarrow F(t, x)=\left[\frac{|x|^{3}}{10\left(|x|^{3}+3\right)}, \frac{|\sin x|}{9(|\sin x|+1)}+\frac{8}{9}\right] .
$$

For $u \in F$ we have

$$
|u| \leq \max \left\{\frac{|x|^{3}}{10\left(|x|^{3}+3\right)}, \frac{|\sin x|}{9(|\sin x|+1)}+\frac{8}{9}\right\} \leq 1, \quad x \in \mathbb{R} .
$$

Thus

$$
\|F(t, x)\|=\sup \{|y|: y \in F(t, x)\} \leq 1=g(t), \quad x \in \mathbb{R}
$$

Here, $f(t, x)=\sin x+2$. Therefore, for any $x, y \in \mathbb{R}$, we have

$$
|f(t, x)-f(t, y)|=|\sin x-\sin y| \leq|x-y|=\phi(t)|x-y|
$$

so that $\phi(t)=1$ for all $t \in[0,1]$. Finally, we have

$$
\frac{\|\phi\|(\alpha-1)}{\Gamma(\alpha)} \int_{0}^{1} s(1-s)^{\alpha-1} g(s) d s=\frac{4}{15 \sqrt{\pi}}<\frac{1}{2}
$$

and thus the boundary value problem (2.6) has a solution.
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