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#### Abstract

In this paper, we make application of some three-critical points results to establish the existence of at least three solutions for a boundary value problem for the quasilinear second order differential equation on a compact interval $[a, b] \subset \mathbb{R}$, $$
\left\{\begin{array}{l} -u^{\prime \prime}=(\lambda f(x, u)+g(x, u)) h\left(x, u^{\prime}\right) \quad \text { in }(a, b), \\ u(a)=u(b)=0 \end{array}\right.
$$ under appropriate hypotheses. We exhibit the existence of at least three (weak) solutions.


## 1. Introduction

There is a wide literature that deals with the existence of multiple solutions to two-point boundary value problems. Conditions that guarantee the existence of multiple solutions to differential equations are of interest because physical processes described by differential equations can exhibit more than one solution. For example, certain chemical reactions in tubular reactors can be mathematically described by a nonlinear two-point boundary value problem with the interest in seeing if multiple steady-states to the problem exist. For a treatment of chemical

[^0]reactor theory and multiple solutions see [2, Section 7] and references therein, and for additional approaches to the existence of multiple solutions to boundary value problems, see [5], [22], [23] and references therein.

It is worth mentioning that in a very interesting paper [29], Ricceri obtained a three-critical points theorem and in [28] gave a general version of the theorem to extend the results for a class of more extensive equations. Many works have been carried out in discussing the existence of multiple solutions for BVPs by these Ricceri's results, and we cite, for example, the papers [1], [7], [17], [21] and [25]. In [7] Bonanno illustrated the Ricceri's three-critical points theorem [29] for the existence of three (classical) solutions in the the Sobolev space $W_{0}^{1,2}([0,1])$ for the following two-point boundary value problem

$$
\left\{\begin{array}{l}
u^{\prime \prime}+\lambda f(u)=0 \quad \text { in }(0,1) \\
u(0)=u(1)=0
\end{array}\right.
$$

where $f: \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function and $\lambda$ is a positive parameter, while in [17] Candito extended the results to the following nonautonomous two-point boundary value problem

$$
\left\{\begin{array}{l}
u^{\prime \prime}+\lambda f(x, u)=0 \quad \text { in }(a, b), \\
u(a)=u(b)=0
\end{array}\right.
$$

where $f:[a, b] \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function and $\lambda$ is a positive parameter. Livrea in [25] extended the results of [7], [17], and established multiplicity results for the following ordinary Dirichlet problem

$$
\left\{\begin{array}{l}
u^{\prime \prime}+\lambda f(x, u) h\left(u^{\prime}\right)=0 \quad \text { in }(a, b), \\
u(0)=u(1)=0,
\end{array}\right.
$$

where $f:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ and $h: \mathbb{R} \rightarrow] 0,+\infty[$ are two continuous functions and $\lambda>0$.

In particular, based on Ricceri's three-critical points theorem, revisited in [27], the paper [21] deals with the existence of at least three (weak) solutions for the following double-eigenvalue problem with eigenvalues $\lambda>0$ and $\mu>0$ on a bounded interval $(a, b)$ in $\mathbb{R}(a<b)$,

$$
\left\{\begin{array}{l}
u^{\prime \prime}+(\lambda f(t, u)+g(u)) h\left(t, u^{\prime}\right)=\mu p(t, u) h\left(t, u^{\prime}\right) \quad \text { in }(a, b), \\
u(a)=u(b)=0
\end{array}\right.
$$

where $f:[a, b] \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function, $g: \mathbb{R} \rightarrow \mathbb{R}$ is a Lipschitz continuous function with $g(0)=0, h:[a, b] \times \mathbb{R} \rightarrow \mathbb{R}$ is a bounded and continuous function, with $m:=\inf h>0$, and $p:[a, b] \times \mathbb{R} \rightarrow \mathbb{R}$ is an $L^{1}$-Carathéodory function.

Consider the following quasilinear two-point boundary value problem

$$
\left\{\begin{array}{l}
-u^{\prime \prime}=(\lambda f(x, u)+g(x, u)) h\left(x, u^{\prime}\right) \quad \text { in }(a, b)  \tag{1.1}\\
u(a)=u(b)=0
\end{array}\right.
$$

where $[a, b] \subset \mathbb{R}$ is a compact interval, $f:[a, b] \times \mathbb{R} \rightarrow \mathbb{R}$ is an $L^{1}$-Carathéodory function, $g:[a, b] \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function such that there exists a constant $L \geq 0$ provided

$$
\left|g\left(\cdot, t_{1}\right)-g\left(\cdot, t_{2}\right)\right| \leq L\left|t_{1}-t_{2}\right|
$$

for all $t_{1}, t_{2} \in \mathbb{R}$ satisfying $\left.g(\cdot, 0)=0, h:[a, b] \times \mathbb{R} \rightarrow\right] 0,+\infty[$ is a bounded and continuous function, with $m:=\inf h>0$, and $\lambda$ is a positive parameter.

Employing, two critical points theorems (Theorems 1.2 and 1.3), we establish the existence of at least three distinct (weak) solutions in $W_{0}^{1,2}([a, b])$ to the problem (1.1) (Theorems 2.1 and 2.2).

We mean by a (weak) solution of problem (1.1), any $u \in W_{0}^{1,2}([a, b])$ such that
$\int_{a}^{b}\left[\left(\int_{0}^{u^{\prime}(x)} \frac{1}{h(x, \tau)} d \tau\right) v^{\prime}(x)-g(x, u(x)) v(x)\right] d x-\lambda \int_{a}^{b} f(x, u(x)) v(x) d x=0$ for every $v \in W_{0}^{1,2}([a, b])$.

A special case of Theorem 2.2 is the following theorem.
Theorem 1.1. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be a continuous function and $h: \mathbb{R} \rightarrow] 0,+\infty[$ be a bounded and continuous function, with $m:=\inf h>0$. Put $F(t)=\int_{0}^{t} f(\xi) d \xi$ for each $t \in \mathbb{R}$. Assume that $F(d)>0$ for some $d>0$ and $F(\xi) \geq 0$ in $[0, d]$ and

$$
\liminf _{\xi \rightarrow 0} \frac{F(\xi)}{\xi^{2}}=\limsup _{\xi \rightarrow+\infty} \frac{F(\xi)}{\xi^{2}}=0
$$

Then, there is $\lambda^{*}>0$ such that for each $\lambda>\lambda^{*}$ the problem

$$
\left\{\begin{array}{l}
-u^{\prime \prime}=\lambda f(u) h\left(u^{\prime}\right) \quad \text { in }(a, b), \\
u(a)=u(b)=0,
\end{array}\right.
$$

admits at least three classical solutions.
Actually, our main results, Theorems 2.1 and 2.2, assure the existence of three solutions to the problem (1.1) under appropriate hypotheses involving a test function $w$, while in Corollaries 2.3, 2.4, 2.6 and 2.7 a convenient choice of $w$ makes the assumptions clearer, if less general.

Our analyses are based on the following three-critical points theorems (see also [6], [26]-[29] for related results) to transfer the existence of three solutions of the problem (1.1) into the existence of critical points of the Euler functional; in the first one the coercivity of the functional $\Phi-\lambda \Psi$ is required, while in the second one a suitable sign hypothesis is assumed.

Theorem 1.2 ([13, Theorem 2.6]). Let $X$ be a reflexive real Banach space, let $\Phi: X \rightarrow \mathbb{R}$ be a sequentially weakly lower semicontinuous, coercive and continuously Gâteaux differentiable whose Gâteaux derivative admits a continuous inverse on $X^{*}$, and let $\Psi: X \longrightarrow \mathbb{R}$ be a sequentially weakly upper semicontinuous and continuously Gâteaux differentiable functional whose Gâteaux derivative is compact. Assume that there exist $r \in \mathbb{R}$ and $u_{1} \in X$ with $0<r<\Phi\left(u_{1}\right)$, such that:
(a) $\sup _{\left.\left.u \in \Phi^{-1}(]-\infty, r\right]\right)} \Psi(u)<r \frac{\Psi\left(u_{1}\right)}{\Phi\left(u_{1}\right)}$,
(b) for each $\left.\lambda \in \Lambda_{r}:=\right] \frac{\Phi\left(u_{1}\right)}{\Psi\left(u_{1}\right)}, \frac{r}{\sup _{\left.\left.u \in \Phi^{-1}(]-\infty, r\right]\right)} \Psi(u)}[$ the functional $\Phi-\lambda \Psi$ is coercive.

Then, for each $\lambda \in \Lambda_{r}$ the functional $\Phi-\lambda \Psi$ has at least three distinct critical points in $X$.

Theorem 1.3 ([8, Theorem 3.3], see also [3]). Let $X$ be a reflexive real Banach space, $\Phi: X \rightarrow \mathbb{R}$ be a convex, coercive and continuously Gâteaux differentiable functional whose derivative admits a continuous inverse on $X^{*}, \Psi: X \rightarrow \mathbb{R}$ be a continuously Gâteaux differentiable functional whose derivative is compact, such that
(a) $\inf _{X} \Phi=\Phi(0)=\Psi(0)=0$;
(b) for each $\lambda>0$ and for every $u_{1}, u_{2}$ which are local minimum for the functional $\Phi-\lambda \Psi$ and such that $\Psi\left(u_{1}\right) \geq 0$ and $\Psi\left(u_{2}\right) \geq 0$, one has

$$
\inf _{s \in[0,1]} \Psi\left(s u_{1}+(1-s) u_{2}\right) \geq 0
$$

Assume that there are two positive constants $r_{1}, r_{2}$ and $\bar{v} \in X$, with $2 r_{1}<$ $\Phi(\bar{v})<r_{2} / 2$, such that

$$
\begin{align*}
& \sup _{\frac{u \in \Phi^{-1}(]-\infty, r_{1}[)}{} \Psi(u)}^{r_{1}}<\frac{2}{3} \frac{\Psi(\bar{v})}{\Phi(\bar{v})}  \tag{1.2}\\
& \frac{\sup _{u \in \Phi^{-1}(]-\infty, r_{2}[)} \Psi(u)}{r_{2}}<\frac{1}{3} \frac{\Psi(\bar{v})}{\Phi(\bar{v})} \tag{1.3}
\end{align*}
$$

Then, for each

$$
\lambda \in] \frac{3}{2} \frac{\Phi(\bar{v})}{\Psi(\bar{v})}, \min \left\{\frac{r_{1}}{\sup _{u \in \Phi^{-1}(]-\infty, r_{1}[)} \Psi(u)}, \frac{r_{2} / 2}{\sup _{u \in \Phi^{-1}(]-\infty, r_{2}[)} \Psi(u)}\right\}[
$$

the functional $\Phi-\lambda \Psi$ has at least three distinct critical points which lie in $\Phi^{-1}(]-\infty, r_{2}[)$.

For other basic notations and definitions, and for a thorough account on the subject, we refer the reader to [9]-[12], [14], [15], [18]-[20], [24].

The outline of the paper is organized as follows: in the forthcoming section, we shall present the statements of our results, proofs of the corollaries and an example to illustrate the results. Section 3 consists the proofs of our main results.

We recall that a function $f:[a, b] \times \mathbb{R} \rightarrow \mathbb{R}$ is said to be $L^{1}$-Carathéodory if
(a) $x \rightarrow f(x, t)$ is measurable for every $t \in \mathbb{R}$,
(b) $t \rightarrow f(x, t)$ is continuous for almost every $x \in[a, b]$,
(c) for every $\varrho>0$ there exists a function $l_{\varrho} \in L^{1}([a, b])$ such that

$$
\sup _{|t| \leq \varrho}|f(x, t)| \leq l_{\varrho}(x) \quad \text { for a.e. } x \in[a, b] .
$$

## 2. Main results

Let $f:[a, b] \times \mathbb{R} \rightarrow \mathbb{R}$ be an $L^{1}$-Carathéodory function, $g:[a, b] \times \mathbb{R} \rightarrow \mathbb{R}$ be a continuous function such that there exists a constant $L \geq 0$ provided

$$
\begin{equation*}
\left|g\left(\cdot, t_{1}\right)-g\left(\cdot, t_{2}\right)\right| \leq L\left|t_{1}-t_{2}\right| \quad \text { for all } t_{1}, t_{2} \in \mathbb{R} \tag{2.1}
\end{equation*}
$$

satisfying $g(\cdot, 0)=0$. Let $h:[a, b] \times \mathbb{R} \rightarrow] 0,+\infty[$ be a bounded and continuous function with $m:=\inf h>0$. Denote $M:=\sup h$ and suppose that the constant $L \geq 0$ satisfies $L M(b-a)^{2}<4$.

We introduce the functions $F:[a, b] \times \mathbb{R} \rightarrow \mathbb{R}, H:[a, b] \times \mathbb{R} \rightarrow \mathbb{R}$ and $G:[a, b] \times$ $\mathbb{R} \rightarrow \mathbb{R}$ respectively, as follows

$$
\begin{array}{ll}
F(x, t)=\int_{0}^{t} f(x, \xi) d \xi & \text { for all }(x, t) \in[a, b] \times \mathbb{R} \\
H(x, t)=\int_{0}^{t} \int_{0}^{\tau} \frac{1}{h(x, \delta)} d \delta d \tau & \text { for all }(x, t) \in[a, b] \times \mathbb{R} \\
G(x, t)=-\int_{0}^{t} g(x, \xi) d \xi & \text { for all }(x, t) \in[a, b] \times \mathbb{R}
\end{array}
$$

We now formulate our main results.
Theorem 2.1. Assume that there exist a positive constant $r$ and a function $w \in W_{0}^{1,2}([a, b])$ such that:
(a) $\int_{a}^{b}\left[G(x, w(x))+H\left(x, w^{\prime}(x)\right)\right] d x>r$,
(b) $\frac{1}{r} \int_{a}^{b} \sup _{t \in\left[-\sqrt{\frac{2 M(b-a) r}{4-L M(b-a)^{2}}}, \sqrt{\frac{2 M(b-a) r}{4-L M(b-a)^{2}}}\right]} F(x, t) d x$

$$
<\int_{a}^{b} F(x, w(x)) d x / \int_{a}^{b}\left[G(x, w(x))+H\left(x, w^{\prime}(x)\right)\right] d x
$$

(c) $\limsup _{|t| \rightarrow+\infty} \frac{F(x, t)}{t^{2}}<\frac{4-L M(b-a)^{2}}{2 M(b-a)^{2} r}$

$$
\int_{a}^{b} \sup _{t \in\left[-\sqrt{\frac{2 M(b-a) r}{4-L M(b-a)^{2}}}, \sqrt{\frac{2 M(b-a) r}{4-L M(b-a)^{2}}}\right]} F(x, t) d x
$$ uniformly respect to $x \in[a, b]$.

Then, for each

$$
\begin{aligned}
\left.\lambda \in \Lambda_{1}:=\right] \int_{a}^{b}\left[G(x, w(x))+H\left(x, w^{\prime}(x)\right)\right] d x / \int_{a}^{b} F(x, w(x)) d x, \\
r / \int_{a}^{b} \sup _{t \in\left[-\sqrt{\frac{2 M(b-a) r}{4-L M(b-a)^{2}}}, \sqrt{\frac{2 M(b-a) r}{4-L M(b-a)^{2}}}\right]} F(x, t) d x[
\end{aligned}
$$

the problem (1.1) admits at least three distinct weak solutions in $W_{0}^{1,2}([a, b])$.

Theorem 2.2. Suppose that $f:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies the condition $f(x, t) \geq 0$ for all $x \in[0,1]$ and $t \geq 0$. Assume that there exist a function $w \in W_{0}^{1,2}([a, b])$ and two positive constants $r_{1}$ and $r_{2}$ with

$$
2 r_{1}<\int_{a}^{b}\left[G(x, w(x))+H\left(x, w^{\prime}(x)\right)\right] d x<\frac{r_{2}}{2}
$$

such that:

$$
\begin{aligned}
& \text { (a) } \frac{1}{r_{1}} \int_{a}^{b} \sup _{t \in\left[-\sqrt{\frac{2 M(b-a) r_{1}}{4-L M(b-a)^{2}}}, \sqrt{\frac{2 M(b-a) r_{1}}{4-L M(b-a)^{2}}}\right]} F(x, t) d x \\
& <\frac{2}{3} \int_{0}^{1} F(x, w(x)) d x / \int_{a}^{b}\left[G(x, w(x))+H\left(x, w^{\prime}(x)\right)\right] d x, \\
& \text { (b) } \frac{1}{r_{2}} \int_{a}^{b} \sup _{t \in\left[-\sqrt{\frac{2 M(b-a) r_{2}}{4-L M(b-a)^{2}}}, \sqrt{\frac{2 M(b-a) r_{2}}{4-L M(b-a)^{2}}}\right]} F(x, t) d x \\
& <\frac{1}{3} \int_{0}^{1} F(x, w(x)) d x / \int_{a}^{b}\left[G(x, w(x))+H\left(x, w^{\prime}(x)\right)\right] d x .
\end{aligned}
$$

Then, for each

$$
\lambda \in] \frac{3}{2} \int_{a}^{b}\left[G(x, w(x))+H\left(x, w^{\prime}(x)\right)\right] d x / \int_{0}^{1} F(x, w(x)) d x, \Theta_{1}[
$$

where

$$
\begin{aligned}
\Theta_{1}:=\min \left\{r_{1} / \int_{a}^{b}\right. & \sup _{t \in\left[-\sqrt{\frac{2 M(b-a) r_{1}}{4-L M(b-a)^{2}}}, \sqrt{\frac{2 M(b-a) r_{1}}{4-L M(b-a)^{2}}}\right]} F(x, t) d x \\
& \frac{r_{2}}{2} / \int_{a}^{b} \\
& \left.\sup _{t \in\left[-\sqrt{\frac{2 M(b-a) r_{2}}{4-L M(b-a)^{2}}}, \sqrt{\frac{2 M(b-a) r_{2}}{4-L M(b-a)^{2}}}\right]} F(x, t) d x\right\},
\end{aligned}
$$

the problem (1.1) admits at least three non-negative weak solutions $v^{1}, v^{2}, v^{3}$ such that

$$
\left|v^{j}(x)\right|<\sqrt{\frac{2 M(b-a) r_{2}}{4-L M(b-a)^{2}}} \quad \text { for each } x \in[a, b], j=1,2,3
$$

Let us first give particular consequences of Theorems 2.1 and 2.2 for a fixed test function $w$.

Corollary 2.3. Assume that there exist four positive constants $c, d, \mu$ and $\nu$ with $\mu+\nu<b-a$ such that:
(a) $K_{1}:=\int_{a}^{a+\mu}\left[G\left(x, \frac{d}{\mu}(x-a)\right)+H\left(x, \frac{d}{\mu}\right)\right] d x+\int_{a+\mu}^{b-\nu} G(x, d) d x$

$$
+\int_{b-\nu}^{b}\left[G\left(x, \frac{d}{\nu}(b-x)\right)+H\left(x,-\frac{d}{\nu}\right)\right] d x>\frac{2 c^{2}}{M(b-a)},
$$

(b) $\frac{M(b-a)}{2 c^{2}} \int_{a}^{b} \quad \sup { }_{t \in\left[-\sqrt{\frac{4 c^{2}}{4-L M(b-a)^{2}}}, \sqrt{\frac{4 c^{2}}{4-L M(b-a)^{2}}}\right]} F(x, t) d x<\frac{K_{2}}{K_{1}}$
where

$$
K_{2}:=\int_{a}^{a+\mu} F\left(x, \frac{d}{\mu}(x-a)\right) d x+\int_{a+\mu}^{b-\nu} F(x, d) d x+\int_{b-\nu}^{b} F\left(x, \frac{d}{\nu}(b-x)\right) d x
$$

(c) $\limsup _{|t| \rightarrow+\infty} \frac{F(x, t)}{t^{2}}$

$$
<\frac{4-L M(b-a)^{2}}{4(b-a) c^{2}} \int_{a}^{b} \sup _{t \in\left[-\sqrt{\frac{4 c^{2}}{4-L M(b-a)^{2}}}, \sqrt{\frac{4 c^{2}}{4-L M(b-a)^{2}}}\right]} F(x, t) d x
$$

uniformly with respect to $x \in[a, b]$.
Then, for each

$$
\left.\lambda \in \Lambda_{2}:=\right] \frac{K_{1}}{K_{2}}, 2 c^{2} / M(b-a) \int_{a}^{b} \quad \sup { }_{t \in\left[-\sqrt{\frac{4 c^{2}}{4-L M(b-a)^{2}}}, \sqrt{\frac{4 c^{2}}{4-L M(b-a)^{2}}}\right]} F(x, t) d x[
$$

the problem (1.1) admits at least three distinct weak solutions in $W_{0}^{1,2}([a, b])$.
Proof. Owing to our hypotheses, we observe that all the assumptions of Theorem 2.1 are satisfied by choosing

$$
w(x)= \begin{cases}\frac{d}{\mu}(x-a) & \text { if } a \leq x<a+\mu  \tag{2.2}\\ d & \text { if } a+\mu \leq x \leq b-\nu \\ \frac{d}{\nu}(b-x) & \text { if } b-\nu<x \leq b\end{cases}
$$

and $r=2 c^{2} /(M(b-a))$. Hence, the conclusion follows directly from Theorem 2.1.

Corollary 2.4. Let $f:[a, b] \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies the condition $f(x, t) \geq 0$ for all $x \in[a, b]$ and $t \geq 0$. Assume that there exist five positive constants $c_{1}, c_{2}, d$, $\mu$ and $\nu$ with $\mu+\nu<b-a$ such that:
(a) $\frac{4 c_{1}^{2}}{M(b-a)}<K_{1}<\frac{c_{2}^{2}}{M(b-a)}$,
(b) $\frac{M(b-a)}{2 c_{1}^{2}} \int_{a}^{b} F(x, t) d x<\frac{2}{3} \frac{K_{2}}{K_{1}}$,
(c) $\frac{M(b-a)}{2 c_{2}^{2}} \int_{a}^{b} \quad \sup { }_{t \in\left[-\sqrt{\frac{4 c_{2}^{2}}{4-L M(b-a)^{2}}}, \sqrt{\frac{4 c_{2}^{2}}{4-L M(b-a)^{2}}}\right]} F(x, t) d x<\frac{1}{3} \frac{K_{2}}{K_{1}}$,
where $K_{1}$ and $K_{2}$ are given as in assumptions (a) and (b) in Corollary 2.3, respectively.

Then, for each $\lambda \in] 3 K_{1} /\left(2 K_{2}\right), \Theta_{2}[$, where

$$
\left.\begin{array}{rl}
\Theta_{2}:=\min \left\{\frac{2 c_{1}^{2}}{M(b-a)} / \int_{a}^{b}\right. & \sup \\
t \in\left[-\sqrt{\frac{4 c_{1}^{2}}{4-L M(b-a)^{2}}}, \sqrt{\frac{4 c_{1}^{2}}{4-L M(b-a)^{2}}}\right. & F(x, t) d x, \\
\frac{c_{2}^{2}}{M(b-a)} / \int_{a}^{b} & \sup \\
t \in\left[-\sqrt{\frac{4 c_{2}^{2}}{4-L M(b-a)^{2}}}, \sqrt{\frac{4 c_{2}^{2}}{4-L M(b-a)^{2}}}\right]
\end{array} F(x, t) d x\right\},
$$

the problem (1.1) admits at least three non-negative weak solutions $v^{1}, v^{2}, v^{3}$ such that

$$
\left|v^{j}(x)\right|<\sqrt{\frac{4 c_{2}^{2}}{4-L M(b-a)^{2}}} \quad \text { for each } x \in[a, b], j=1,2,3 .
$$

Proof. Proceeding the same way as in the proof of Corollary 2.3, we achieve the stated assertion by applying Theorem 2.2 with $w$ as given in (2.2), $r_{1}=$ $2 c_{1}^{2} /(M(b-a))$ and $r_{2}=2 c_{1}^{2} /(M(b-a))$.

Remark 2.5. Other candidates for the test function $w$ in (2.2) can be considered for other versions of the statement. For example, in (2.2), one can choose $\mu=\nu=(b-a) / 4$ which is a particular case.

Let $f$ and $F$ be as before, and let $g: \mathbb{R} \rightarrow \mathbb{R}$ be a Lipschitz continuous function with the Lipschitz constant $L \geq 0$, i.e.

$$
\left|g\left(t_{1}\right)-g\left(t_{2}\right)\right| \leq L\left|t_{1}-t_{2}\right| \quad \text { for all } t_{1}, t_{2} \in \mathbb{R}
$$

satisfying $g(0)=0$. Let $h: \mathbb{R} \rightarrow] 0,+\infty[$ be a bounded and continuous function with $m:=\inf h>0$. Denote $M:=\sup h$ and suppose that the Lipschitz constant $L \geq 0$ satisfies $L M(b-a)^{2}<4$. We introduce the functions $H: \mathbb{R} \rightarrow \mathbb{R}$ and $G: \mathbb{R} \rightarrow \mathbb{R}$ respectively, as follows

$$
\begin{array}{ll}
H(t)=\int_{0}^{t} \int_{0}^{\tau} \frac{1}{h(\delta)} d \delta d \tau & \text { for all } t \in \mathbb{R} \\
G(t)=-\int_{0}^{t} g(\xi) d \xi & \text { for all } t \in \mathbb{R}
\end{array}
$$

Then, we have the following results as consequences of Corollaries 2.3 and 2.4, respectively:

Corollary 2.6. Assume that there exist four positive constants $c, d, \mu$ and $\nu$ with $\mu+\nu<b-a$ such that Assumption (c)
(a) $F(x, t) \geq 0$ for each $(x, t) \in([a, a+\mu] \cup[b-\nu, b]) \times[0, d]$,
(b) $K_{3}:=\frac{\mu+\nu}{d} \int_{0}^{d} G(t) d t+(b-a-\mu-\nu) G(d)+\mu H\left(\frac{d}{\mu}\right)+\nu H\left(-\frac{d}{\nu}\right)$

$$
>\frac{2 c^{2}}{M(b-a)},
$$

(c) $\frac{M(b-a)}{2 c^{2}} \int_{a}^{b} \sup _{t \in\left[-\sqrt{\frac{4 c^{2}}{4-L M(b-a)^{2}}}, \sqrt{\frac{4 c^{2}}{4-L M(b-a)^{2}}}\right]} F(x, t) d x$

$$
<\frac{1}{K_{3}} \int_{a+\mu}^{b-\nu} F(x, d) d x .
$$

Then, for each

$$
\begin{aligned}
&\left.\lambda \in \Lambda_{3}:=\right] K_{3} / \int_{a+\mu}^{b-\nu} F(x, d) d x \\
& 2 c^{2} / M(b-a) \int_{a}^{b} \sup _{t \in\left[-\sqrt{\frac{4 c^{2}}{4-L M(b-a)^{2}}}, \sqrt{\frac{4 c^{2}}{4-L M(b-a)^{2}}}\right]}^{b} F(x, t) d x[
\end{aligned}
$$

the problem

$$
\left\{\begin{array}{l}
-u^{\prime \prime}=(\lambda f(x, u)+g(u)) h\left(u^{\prime}\right) \quad \text { in }(a, b)  \tag{2.3}\\
u(a)=u(b)=0
\end{array}\right.
$$

admits at least three distinct weak solutions in $W_{0}^{1,2}([a, b])$.
Proof. Since $0 \leq w(x) \leq d$ for each $x \in[a, b]$ where $w$ is given as in (2.2), the condition (a) ensures that

$$
\int_{a}^{a+\mu} F(x, w(x)) d x+\int_{b-\nu}^{b} F(x, w(x)) d x \geq 0 .
$$

So,

$$
\int_{a}^{b} F(x, w(x)) d x \geq \int_{a+\mu}^{b-\nu} F(x, d) d x .
$$

Hence, with $g(x, t)=g(t)$ and $h(x, t)=h(t)$ for all $(x, t) \in[a, b] \times \mathbb{R}$, from Corollary 2.3 we have the conclusion.

Corollary 2.7. Let $f:[a, b] \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies the condition $f(x, t) \geq 0$ for all $x \in[a, b]$ and $t \geq 0$. Assume that there exist five positive constants $c_{1}, c_{2}, d$, $\mu$ and $\nu$ with $\mu+\nu<b-a$ such that
(a) $\frac{4 c_{1}^{2}}{M(b-a)}<K_{3}<\frac{c_{2}^{2}}{M(b-a)}$,
(b) $\frac{M(b-a)}{2 c_{1}^{2}} \int_{a}^{b} \sup _{t \in\left[-\sqrt{\frac{4 c_{1}^{2}}{4-L M(b-a)^{2}}}, \sqrt{\frac{4 c_{1}^{2}}{4-L M(b-a)^{2}}}\right]} F(x, t) d x$ $<\frac{2}{3 K_{3}} \int_{a+\mu}^{b-\nu} F(x, d) d x$,
(c) $\frac{M(b-a)}{2 c_{2}^{2}} \int_{a}^{b} \sup _{t \in\left[-\sqrt{\frac{4 c_{2}^{2}}{4-L M(b-a)^{2}}}, \sqrt{\frac{4 c_{2}^{2}}{4-L M(b-a)^{2}}}\right]} F(x, t) d x$

$$
<\frac{1}{3 K_{3}} \int_{a+\mu}^{b-\nu} F(x, d) d x
$$

where $K_{3}$ is given as in Assumptions (b) in Corollary 2.6.
Then, for each

$$
\lambda \in] \frac{3}{2} K_{3} / \int_{a+\mu}^{b-\nu} F(x, d) d x, \Theta_{3}[
$$

where

$$
\begin{aligned}
& \Theta_{3}:=\min \left\{\frac{2 c_{1}^{2}}{M(b-a)} / \int_{a}^{b}\right. \sup \\
& t \in\left[-\sqrt{\frac{4 c_{1}^{2}}{4-L M(b-a)^{2}}}, \sqrt{\frac{4 c_{1}^{2}}{4-L M(b-a)^{2}}}\right] F(x, t) d x, \\
&\left.\frac{c_{2}^{2}}{M(b-a)} / \int_{a}^{b} \sup _{t \in\left[-\sqrt{\frac{4 c_{2}^{2}}{4-L M(b-a)^{2}}}, \sqrt{\frac{4 c_{2}^{2}}{4-L M(b-a)^{2}}}\right]}^{b} F(x, t) d x\right\},
\end{aligned}
$$

the problem (2.3) admits at least three non-negative weak solutions $v^{1}, v^{2}, v^{3}$ such that

$$
\left|v^{j}(x)\right|<\sqrt{\frac{4 c_{2}^{2}}{4-L M(b-a)^{2}}} \quad \text { for each } x \in[a, b], j=1,2,3
$$

Proof. Following the same way as in the proof of Corollary 2.6, we achieve the stated assertion by applying Corollary 2.4.

Let us now present an application of Corollary 2.6.
Example 2.8. Let $[a, b]=[0,1]$. Choose $c=1, d=2, \mu=\nu=1 / 4$, $f(x, t)=\left(t^{+}\right)^{\gamma-1} e^{x-t^{+}}\left(\gamma-t^{+}\right), g(t)=t^{+}$for all $x \in[0,1]$ and $t \in \mathbb{R}$ where $t^{+}=\max \{t, 0\}$ and

$$
\gamma>\log _{2 \sqrt{3} / 3} \frac{89}{6} \frac{e^{-\sqrt{3}}\left(e^{3}-e^{2}\right)}{e^{3 / 4}-e^{1 / 4}}
$$

is a real number, and $h(t)=1 /(2+\sin t)$ for each $t \in \mathbb{R}$. Note that

$$
\begin{aligned}
F(x, t) & = \begin{cases}0 & \text { for all }(x, t) \in[0,1] \times \mathbb{R}^{-}, \\
t^{\gamma} e^{x-t} & \text { for all }(x, t) \in[0,1] \times\left(\mathbb{R}^{+} \cup\{0\}\right),\end{cases} \\
H(t) & =t^{2}+t-\sin t \quad \text { for all } t \in \mathbb{R}, \\
G(t) & = \begin{cases}0 & \text { for all } t \in \mathbb{R}^{-}, \\
-\frac{t^{2}}{2} & \text { for all } t \in \mathbb{R}^{+} \cup\{0\},\end{cases}
\end{aligned}
$$

and $L=M=1$, clearly assumption (a) in Corollary 2.6 is fulfilled, and a straightforward computation shows that $K_{3}=89 / 3$, so assumption (b) in Corollary 2.6 is satisfied. Moreover, for any fixed

$$
\gamma_{0}>\log _{2 \sqrt{3} / 3} \frac{89}{6} \frac{e^{-\sqrt{3}}\left(e^{3}-e^{2}\right)}{e^{3 / 4}-e^{1 / 4}}
$$

we see that

$$
\frac{1}{2}(e-1) \sqrt{3}^{\gamma_{0}} e^{-\sqrt{3}}<\frac{3}{89}\left(e^{3 / 4}-e^{1 / 4}\right) 2^{\gamma_{0}} e^{-2}
$$

Therefore, with any $\gamma \geq \gamma_{0}$ Assumption (c) in Corollary 2.6 is satisfied. In particular, since

$$
\limsup _{|t| \rightarrow+\infty} \frac{F(x, t)}{t^{2}}=0
$$

Assumption (c) in Corollary 2.6 is satisfied. So, Corollary 2.6 is applicable to the boundary value problem

$$
\left\{\begin{array}{l}
-u^{\prime \prime}=\left[\lambda\left(u^{+}\right)^{\gamma-1} e^{x-u^{+}}\left(\gamma-u^{+}\right)+u^{+}\right]\left(2+\sin u^{\prime}\right)^{-1}, \\
u(0)=u(1)=0,
\end{array}\right.
$$

for each $\lambda \in] 89 e^{2} /\left(3\left(e^{3 / 4}-e^{1 / 4}\right) 2^{\gamma}\right), 2 e^{\sqrt{3}} /\left(\sqrt{3}^{\gamma}(e-1)\right)[$.

Now, we consider a special situation of the results. Set $g(t)=0$ for all $t \in \mathbb{R}$. Then, we have the following consequences from Corollaries 2.6 and 2.7, respectively.

Corollary 2.9. Assume that there exist four positive constants $c, d, \mu$ and $\nu$ with $\mu+\nu<b-a$ such that the assumption (a) in Corollary 2.6 holds. Furthermore, suppose that:
(a) $\mu H\left(\frac{d}{\mu}\right)+\nu H\left(-\frac{d}{\nu}\right)>\frac{2 c^{2}}{M(b-a)}$,
(b) $\frac{M(b-a)}{2 c^{2}} \int_{a}^{b} \sup _{t \in[-c, c]} F(x, t)<\frac{\int_{a+\mu}^{b-\nu} F(x, d) d x}{\mu H\left(\frac{d}{\mu}\right)+\nu H\left(-\frac{d}{\nu}\right)}$,
(c) $\limsup _{|t| \rightarrow+\infty} \frac{F(x, t)}{t^{2}}<\frac{1}{(b-a) c^{2}} \int_{a}^{b} \sup _{t \in[-c, c]} F(x, t) d x$ uniformly with respect to $x \in[a, b]$.
Then, for each

$$
\left.\lambda \in \Lambda_{4}:=\right] \frac{\mu H\left(\frac{d}{\mu}\right)+\nu H\left(-\frac{d}{\nu}\right)}{\int_{a+\mu}^{b-\nu} F(x, d) d x}, \frac{2 c^{2}}{M(b-a) \int_{a}^{b} \sup _{t \in[-c, c]} F(x, t)}
$$

the problem

$$
\left\{\begin{array}{l}
-u^{\prime \prime}=\lambda f(x, u) h\left(u^{\prime}\right) \quad \text { in }(a, b),  \tag{2.4}\\
u(a)=u(b)=0
\end{array}\right.
$$

admits at least three distinct weak solutions in $W_{0}^{1,2}([a, b])$.
Corollary 2.10. Suppose that $f:[a, b] \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies the condition $f(x, t) \geq 0$ for all $x \in[a, b]$ and $t \geq 0$. Assume that there exist five positive constants $c_{1}, c_{2}, d, \mu$ and $\nu$ with $\mu+\nu<b-a$ such that:
(a) $\frac{4 c_{1}^{2}}{M(b-a)}<\mu H\left(\frac{d}{\mu}\right)+\nu H\left(-\frac{d}{\nu}\right)<\frac{c_{2}^{2}}{M(b-a)}$,
(b) $\frac{M(b-a)}{2 c_{1}^{2}} \int_{a}^{b} \sup _{t \in\left[-c_{1}, c_{1}\right]} F(x, t) d x<\frac{2}{3} \frac{\int_{a+\mu}^{b-\nu} F(x, d) d x}{\mu H\left(\frac{d}{\mu}\right)+\nu H\left(-\frac{d}{\nu}\right)}$,
(c) $\frac{M(b-a)}{2 c_{2}^{2}} \int_{a}^{b} \sup _{t \in\left[-c_{2}, c_{2}\right]} F(x, t) d x<\frac{1}{3} \frac{\int_{a+\mu}^{b-\nu} F(x, d) d x}{\mu H\left(\frac{d}{\mu}\right)+\nu H\left(-\frac{d}{\nu}\right)}$.

Then, for each

$$
\lambda \in] \frac{3}{2} \frac{\mu H\left(\frac{d}{\mu}\right)+\nu H\left(-\frac{d}{\nu}\right)}{\int_{a+\mu}^{b-\nu} F(x, d) d x}, \Theta_{4}[
$$

where

$$
\Theta_{4}:=\min \left\{\frac{\frac{2 c_{1}^{2}}{M(b-a)}}{\int_{a}^{b} \sup _{t \in\left[-c_{1}, c_{1}\right]} F(x, t) d x}, \frac{\frac{c_{2}^{2}}{M(b-a)}}{\int_{a}^{b} \sup _{t \in\left[-c_{2}, c_{2}\right]} F(x, t) d x}\right\}
$$

the problem (2.4) admits at least three non-negative weak solutions $v^{1}, v^{2}, v^{3}$ such that

$$
\left|v^{j}(x)\right|<c_{2} \quad \text { for each } x \in[a, b], j=1,2,3
$$

The following result is a consequence of Corollary 2.10.
Corollary 2.11. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be a non-negative continuous function such that

$$
\lim _{t \rightarrow 0^{+}} \frac{f(t)}{t}=0, \quad \int_{0}^{6} f(\xi) d \xi<3 \int_{0}^{1} f(\xi) d \xi
$$

Then, for every $\lambda \in] 12 / \int_{0}^{1} f(\xi) d \xi, 36 / \int_{0}^{6} f(\xi) d \xi[$ the problem

$$
\left\{\begin{array}{l}
-u^{\prime \prime}=\lambda f(u) \quad \text { in }(0,1), \\
u(0)=u(1)=0,
\end{array}\right.
$$

admits at least three non-negative classical solutions $v^{1}, v^{2}, v^{3}$ such that

$$
\left|v^{j}(x)\right|<6 \quad \text { for each } x \in[0,1], j=1,2,3 .
$$

Proof. Choose $a=0, b=1$. Set $f(x, t)=f(t)$ for all $x \in[0,1]$ and $t \in \mathbb{R}$, and $h \equiv 1$. Put $d=1$ and $c_{2}=6$. Therefore, by a simple computation we have

$$
\begin{aligned}
\frac{3}{2} \frac{{ }_{3}^{\mu H\left(\frac{d}{\mu}\right)+\nu H\left(-\frac{d}{\nu}\right)}}{\int_{a+\mu}^{b-\nu} F(x, d) d x} & =\frac{12}{\int_{0}^{1} f(\xi) d \xi}, \\
\frac{\frac{c_{2}^{2}}{M(b-a)}}{\int_{a}^{b} \sup _{t \in\left[-c_{2}, c_{2}\right]} F(x, t) d x} & =\frac{36}{\int_{0}^{6} f(\xi) d \xi} .
\end{aligned}
$$

Moreover, since $\lim _{t \rightarrow 0^{+}} f(t) / t=0$, there is a positive constant $c_{1}<1$ such that

$$
\frac{1}{c_{1}^{2}} \int_{0}^{c_{1}} f(\xi) d \xi<\frac{1}{6} \int_{0}^{1} f(\xi) d \xi \quad \text { and } \quad \frac{c_{1}^{2}}{\int_{0}^{c_{1}} f(\xi) d \xi}<\frac{18}{\int_{0}^{6} f(\xi) d \xi}
$$

Hence, it is easy to see that all assumptions of Corollary 2.10 are satisfied, and the conclusion follows.

Remark 2.12. We would like to stress that our results generalize previous works. Specifically, Corollaries 2.9 and 2.10 extend Theorem 1 in [25], separately in the setting $[a, b]=[0,1]$ and $2 c^{2} /(M(b-a))=r$. In this respect, it is worth remarking that the growth condition

$$
\int_{0}^{t} f(x, \xi) d \xi \leq \eta\left(1+|t|^{s}\right)
$$

with $\eta>0$ and $0<s<2$ assumed in Theorem 1 in [25], is stronger than our substitute assumptions. Taking $h=1$, Corollaries 2.9 and 2.10 extend Theorem 2 of Bonanno [7] and Theorem 1 of Candito [17].

Remark 2.13. The weak solutions of the problem (1.1) where $f$ is continuous, by using standard methods, belong to $C^{2}([a, b])$. Namely, in this case, the classical and the weak solutions of the problem (1.1) coincide.

We end this section by proving Theorem 1.1.
Proof of Theaorem 1.1. Fix

$$
\lambda>\lambda^{*}:=\frac{H(4 d /(b-a))+H(-4 d /(b-a))}{2 F(d)} \quad \text { for some } d>0
$$

where

$$
H(t)=\int_{0}^{t} \int_{0}^{\tau} \frac{1}{h(\delta)} d \delta d \tau
$$

for each $t \in \mathbb{R}$. Taking into account that $\liminf _{\xi \rightarrow 0} F(\xi) / \xi^{2}=0$, there is $\left\{c_{m}\right\}_{m \in \mathbb{N}} \subseteq$ $] 0,+\infty\left[\right.$ such that $\lim _{m \rightarrow+\infty} c_{m}=0$ and

$$
\lim _{m \rightarrow+\infty} \frac{\sup _{|\xi| \leq c_{m}} F(\xi)}{c_{m}^{2}}=0
$$

In fact, one has

$$
\lim _{m \rightarrow+\infty} \frac{\sup _{|\xi| \leq c_{m}} F(\xi)}{c_{m}^{2}}=\lim _{m \rightarrow+\infty} \frac{F\left(\xi_{c_{m}}\right)}{\xi_{c_{m}}^{2}} \cdot \frac{\xi_{c_{m}}^{2}}{c_{m}^{2}}=0
$$

where $F\left(\xi_{c_{m}}\right)=\sup _{|\xi| \leq c} F(\xi)$. Hence, there is $\bar{c}>0$ such that

$$
\frac{\sup _{|\xi| \leq \bar{c}} F(\xi)}{\bar{c}^{2}}<\min \left\{\frac{4 F(d)}{M(b-a)^{2}\left(H\left(\frac{4 d}{b-a}\right)+H\left(-\frac{4 d}{b-a}\right)\right)} ; \frac{2}{\lambda M(b-a)^{2}}\right\}
$$

and

$$
\bar{c}<\frac{b-a}{2 \sqrt{2}} \sqrt{M\left(H\left(\frac{4 d}{b-a}\right)+H\left(-\frac{4 d}{b-a}\right)\right)}
$$

where $M:=\sup h$. From Corollary 2.9 the conclusion follows.

## 3. Proofs of the main results

Proof of Theorem 2.1. We proceed by applying Theorem 1.2 for $X=$ $W_{0}^{1,2}([a, b])$ equipped with the norm

$$
\|u\|=\left(\int_{a}^{b}\left|u^{\prime}(x)\right|^{2} d x\right)^{1 / 2}
$$

and the functionals $\Phi, \Psi: X \rightarrow \mathbb{R}$ given by

$$
\begin{equation*}
\Phi(u)=\int_{a}^{b}\left[G(x, u(x))+H\left(x, u^{\prime}(x)\right)\right] d x \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi(u)=\int_{a}^{b} F(x, u(x)) d x \tag{3.2}
\end{equation*}
$$

for each $u \in X$. It is well known that $J$ is a Gâteaux differentiable functional and sequentially weakly lower semicontinuous whose Gâteaux derivative at the point $u \in X$ is the functional $\Psi^{\prime}(u) \in X^{*}$, given by

$$
\Psi^{\prime}(u)(v)=\int_{a}^{b} f(x, u(x)) v(x) d x
$$

for every $v \in X$. We claim that $\Psi^{\prime}: X \rightarrow X^{*}$ is a compact operator. Indeed, for fixed $u \in X$, assume $u_{n} \rightarrow u$ weakly in $X$ as $n \rightarrow+\infty$. Then $u_{n} \rightarrow u$ strongly in $C([a, b])$. Since $f(x, \cdot)$ is continuous in $\mathbb{R}$ for every $x \in[a, b]$, we get that $f\left(x, u_{n}\right) \rightarrow f(x, u)$ strongly as $n \rightarrow+\infty$. By the Lebesgue control convergence theorem, $\Psi^{\prime}\left(u_{n}\right) \rightarrow \Psi^{\prime}(u)$ strongly, which means that $\Psi^{\prime}$ is strongly continuous, then it is a compact operator. Hence the claim holds true.

Moreover, $\Phi$ is a Gâteaux differentiable functional whose Gâteaux derivative at the point $u \in X$ is the functional $\Phi^{\prime}(u) \in X^{*}$, given by

$$
\begin{aligned}
\Phi^{\prime}(u)(v) & =\int_{a}^{b}\left[H^{\prime}\left(x, u^{\prime}(x)\right) v^{\prime}(x)-g(x, u(x)) v(x)\right] d x \\
& =\int_{a}^{b}\left[\left(\int_{0}^{u^{\prime}(x)} \frac{1}{h(x, \tau)} d \tau\right) v^{\prime}(x)-g(x, u(x)) v(x)\right] d x
\end{aligned}
$$

for every $v \in X$. Furthermore, $\Phi^{\prime}$ is a Lipschitzian operator. Indeed, for any $u, v \in X$, taking (2.1) into account since

$$
\begin{equation*}
\max _{x \in[a, b]}|u(x)| \leq \frac{(b-a)^{1 / 2}}{2}\|u\| \tag{3.3}
\end{equation*}
$$

for each $u \in X$, it follows that

$$
\begin{aligned}
\left\|\Phi^{\prime}(u)-\Phi^{\prime}(v)\right\|_{X^{*}}= & \sup _{\|w\| \leq 1}\left|\left\langle\Phi^{\prime}(u)-\Phi^{\prime}(v), w\right\rangle\right| \\
\leq & \sup _{\|w\| \leq 1} \int_{a}^{b}\left|\int_{u^{\prime}(x)}^{v^{\prime}(x)} \frac{1}{h(x, \tau)} d \tau \| w^{\prime}(x)\right| d x \\
& +\sup _{\|w\| \leq 1} \int_{a}^{b}|g(x, u(x))-g(x, v(x)) \| w(x)| d x \\
\leq & \left(\frac{1}{m}+\frac{L}{4}(b-a)^{2}\right)\|u-v\| .
\end{aligned}
$$

In particular, $\Phi$ is continuously Gâteaux differentiable. Bearing (2.1) in mind, and using (3.3), we obtain

$$
\begin{aligned}
\left\langle\Phi^{\prime}(u)-\Phi^{\prime}(v), u-v\right\rangle= & \int_{a}^{b}\left(\int_{v^{\prime}(x)}^{u^{\prime}(x)} \frac{1}{h(x, \tau)} d \tau\right)\left(u^{\prime}(x)-v^{\prime}(x)\right) d x \\
& -\int_{a}^{b}(g(x, u(x))-g(x, v(x)))(u(x)-v(x)) d x \\
\geq & \left(\frac{1}{M}-\frac{L}{4}(b-a)^{2}\right)\|u-v\|^{2}
\end{aligned}
$$

for $u, v \in X$. Due to the assumption $L M(b-a)^{2}<4$, it follows that $\Phi^{\prime}$ is a strongly monotone operator, so $\Phi^{\prime}$ is uniformly monotone and we obtain $\left(\Phi^{\prime}\right)^{-1}: X^{*} \rightarrow X$ exists and is continuous. Using again that $\Phi^{\prime}$ is uniformly monotone, we get that $\Phi$ is convex and continuous, and so is sequentially weakly lower semicontinuous.

Choose $u_{1}=w$, from (3.1) and assumption (a) in Theorem 2.1, we obtain $0<r<\Phi\left(u_{1}\right)$. Moreover, since $h$ is bounded away from zero and $g$ is continuous and satisfies (2.1) with $g(\cdot, 0)=0$, from (3.1) we see that

$$
\begin{equation*}
\Phi(u) \geq \frac{1}{2}\left(\frac{1}{M}-\frac{L}{4}(b-a)^{2}\right)\|u\|^{2} \quad \text { for all } u \in X, \tag{3.4}
\end{equation*}
$$

which yields

$$
\begin{aligned}
\left.\left.\Phi^{-1}(]-\infty, r\right]\right) & =\{u \in X: \Phi(u) \leq r\} \\
& =\left\{u \in X: \frac{1}{2}\left(\frac{1}{M}-\frac{L}{4}(b-a)^{2}\right)\|u\|^{2} \leq r\right\} \\
& \subseteq\left\{u \in X:|u(x)| \leq \sqrt{\frac{2 M(b-a) r}{4-L M(b-a)^{2}}} \text { for all } x \in[a, b]\right\},
\end{aligned}
$$

that leads to

$$
\begin{aligned}
\sup _{\left.\left.u \in \Phi^{-1}(]-\infty, r\right]\right)} \Psi(u) & =\sup _{\left.\left.u \in \Phi^{-1}(]-\infty, r\right]\right)} \int_{a}^{b} F(x, u(x)) d x \\
& \leq \int_{a}^{b} \sup _{t \in\left[-\sqrt{\frac{2 M(b-a) r}{4-L M(b-a)^{2}}}, \sqrt{\frac{2 M(b-a) r}{4-L M(b-a)^{2}}}\right]} F(x, t) d x .
\end{aligned}
$$

Therefore, assumption (b) in Theorem 2.1 implies that

$$
\begin{aligned}
\sup _{\left.\left.u \in \Phi^{-1}(]-\infty, r\right]\right)} \Psi(u) \leq & \int_{a}^{b} \frac{\sup }{t \in\left[-\sqrt{\frac{2 M(b-a) r}{4-L M(b-a)^{2}}}, \sqrt{\frac{2 M(b-a) r}{4-L M(b-a)^{2}}}\right]} F(x, t) d x \\
& <r \frac{\int_{a}^{b} F(x, w(x)) d x}{\int_{a}^{b}\left[G(x, w(x))+H\left(x, w^{\prime}(x)\right)\right] d x}=r \frac{\Psi(w)}{\Phi(w)},
\end{aligned}
$$

namely, assumption (a) of Theorem 1.2 is fulfilled.
Furthermore, due to assumption (c) in Theorem 2.1, there exist two constants $\gamma, \eta \in \mathbb{R}$ with

$$
\gamma<\frac{1}{r} \int_{a}^{b} \sup _{t \in\left[-\sqrt{\frac{2 M(b-a) r}{4-L M(b-a)^{2}}}, \sqrt{\frac{2 M(b-a) r}{4-L M(b-a)^{2}}}\right]} F(x, t) d x
$$

such that

$$
\frac{2 M(b-a)^{2}}{4-L M(b-a)^{2}} F(x, t) \leq \gamma t^{2}+\eta \quad \text { for a.e. } x \in[a, b] .
$$

Fix $u \in X$. Then
(3.5) $\quad F(x, u(x)) \leq \frac{4-L M(b-a)^{2}}{2 M(b-a)^{2}}\left(\gamma|u(x)|^{2}+\eta\right) \quad$ for a.e. $x \in[a, b]$.

Now, in order to prove the coercivity of the functional $\Phi-\lambda \Psi$, first we assume that $\gamma>0$. So, for any fixed $\lambda \in \Lambda_{1}$, from (3.1)-(3.5), we have

$$
\begin{aligned}
& \Phi(u)-\lambda \Psi(u)= \int_{a}^{b}\left[G(x, u(x))+H\left(x, u^{\prime}(x)\right)\right] d x-\lambda \int_{a}^{b} F(x, u(x)) d x \\
& \geq \frac{1}{2}\left(\frac{1}{M}-\frac{L}{4}(b-a)^{2}\right)\|u\|^{2} \\
&-\lambda \gamma \frac{4-L M(b-a)^{2}}{2 M(b-a)^{2}} \int_{a}^{b}|u(x)|^{2} d x-\frac{4-L M(b-a)^{2}}{2 M(b-a)} \lambda \eta \\
& \geq \frac{1}{2}\left(\frac{1}{M}-\frac{L}{4}(b-a)^{2}\right)\|u\|^{2} \\
&-\lambda \gamma \frac{4-L M(b-a)^{2}}{2 M(b-a)^{2}} \frac{(b-a)^{2}}{4}\|u\|^{2}-\frac{4-L M(b-a)^{2}}{2 M(b-a)} \lambda \eta \\
&= \frac{4-L M(b-a)^{2}}{8 M}(1-\lambda \gamma)\|u\|^{2}-\frac{4-L M(b-a)^{2}}{2 M(b-a)} \lambda \eta \\
& \geq \frac{4-L M(b-a)^{2}}{8 M} \\
& \cdot\left(1-\gamma r / \int_{a}^{b}\right. \\
&-\frac{4-L M(b-a)^{2}}{2 M(b-a)} \frac{\left.\int^{\frac{2 M(b-a) r}{4-L M(b-a)^{2}}}, \sqrt{\frac{2 M(b-a) r}{4-L M(b-a)^{2}}}\right]}{\int_{a}^{b}} \begin{aligned}
r \eta(x, t) d x)\|u\|^{2}
\end{aligned} \\
& t \in\left[-\sqrt{\frac{2 M(b-a) r}{4-L M(b-a)^{2}}}, \sqrt{\frac{2 M(b-a) r}{4-L M(b-a)^{2}}}\right]
\end{aligned}
$$

and thus

$$
\lim _{\|u\| \rightarrow+\infty}(\Phi(u)-\lambda \Psi(u))=+\infty
$$

which means that the functional $\Phi-\lambda \Psi$ is coercive. On the other hand, if $\gamma \leq 0$, Clearly, we get $\lim _{\|u\| \rightarrow+\infty}(\Phi(u)-\lambda \Psi(u))=+\infty$. Both cases lead to the coercivity of functional $\Phi-\lambda \Psi$. So, assumption (b) of Theorem 1.2 is satisfied. Now, we can apply Theorem 1.2. Hence, by using Theorem 1.2, taking into account that the weak solutions of (1.1) are exactly the solutions of the equation $\Phi^{\prime}(u)-\lambda \Psi^{\prime}(u)=0$, the problem (1.1) admits at least three distinct weak solutions.

Proof of Theorem 2.2. Let $X, \Phi$ and $\Psi$ be as in the proof of Theorem 2.1. Let us apply Theorem 1.3 to our functionals. Obviously, $\Phi$ and $\Psi$ satisfy the condition (a) of Theorem 1.3.

Now, we show that the functional $\Phi-\lambda \Psi$ satisfies the Assumption (b) of Theorem 1.3. Let $u^{*}$ and $u^{\star \star}$ be two local minima for $\Phi-\lambda \Psi$. Then $u^{*}$ and
$u^{\star \star}$ are critical points for $\Phi-\lambda \Psi$, and so, they are weak solutions for the problem (1.1). Since $f(x, t) \geq 0$ for all $(x, t) \in[a, b] \times\left(\mathbb{R}^{+} \cup\{0\}\right)$, from the Weak Maximum Principle (see for instance [16]) we deduce $u^{\star}(x) \geq 0$ and $u^{\star \star}(x) \geq 0$ for every $x \in[a, b]$. So, it follows that $s u^{\star}+(1-s) u^{\star \star} \geq 0$ for all $s \in[0,1]$, and that $f\left(x, s u^{\star}+(1-s) u^{\star \star}\right) \geq 0$, and consequently, $\Psi\left(s u^{\star}+(1-s) u^{\star \star}\right) \geq 0$ for all $s \in[0,1]$. Moreover, from the condition

$$
2 r_{1}<\int_{a}^{b}\left[G(x, u(x))+H\left(x, u^{\prime}(x)\right)\right] d x<\frac{r_{2}}{2}
$$

we observe $2 r_{1}<\Phi(w)<r_{2} / 2$. Note that

$$
\Phi^{-1}(]-\infty, r_{1}[)=\left\{u \in X:|u(x)|<\sqrt{\frac{2 M(b-a) r_{1}}{4-L M(b-a)^{2}}} \text { for all } x \in[a, b]\right\}
$$

we have

$$
\begin{aligned}
\sup _{u \in \Phi^{-1}(]-\infty, r_{1}[)} \Psi(u) & =\sup _{u \in \Phi^{-1}(]-\infty, r_{1}[)} \int_{a}^{b} F(x, u(x)) d x \\
& \leq \int_{a}^{b} \quad \sup _{t \in\left[-\sqrt{\frac{2 M(b-a) r_{1}}{4-L M(b-a)^{2}}}, \sqrt{\frac{2 M(b-a) r_{1}}{4-L M(b-a)^{2}}}\right]} F(x, t) d x .
\end{aligned}
$$

Therefore, owing to the assumption (a) of Theorem 2.2, we infer

$$
\begin{aligned}
\frac{1}{r_{1}} \sup _{u \in \Phi^{-1}(]-\infty, r_{1}[)} \Psi(u)=\frac{1}{r_{1}} \sup _{u \in \Phi^{-1}(]-\infty, r_{1}[)} \int_{a}^{b} F(x, u(x)) d x \\
\leq \frac{\int_{a}^{b} \sup _{t \in\left[-\sqrt{\frac{2 M(b-a) r_{1}}{4-L M(b-a)^{2}}}, \sqrt{\frac{2 M(b-a) r_{1}}{4-L M(b-a)^{2}}}\right]}^{\int_{a}^{b}\left[G(x, u(x))+H\left(x, u^{\prime}(x)\right)\right] d x}=\frac{2}{3} \frac{\Psi(w)}{\Phi(w)} .}{} .
\end{aligned}
$$

As above, bearing the assumption (b) of Theorem 2.2 in mind, we deduce

$$
\begin{aligned}
\frac{1}{r_{2}} \sup _{u \in \Phi^{-1}(]-\infty, r_{2}[)} \Psi(u) & =\frac{1}{r_{2}} \sup _{u \in \Phi^{-1}(]-\infty, r_{2}[)} \int_{a}^{b} F(x, u(x)) d x \\
& \leq \frac{1}{r_{2}} \int_{a}^{b} \sup _{t \in\left[-\sqrt{\frac{2 M(b-a) r_{2}}{4-L M(b-a)^{2}}}, \sqrt{\frac{2 M(b-a) r_{2}}{4-L M(b-a)^{2}}}\right]} F(x, t) d x \\
& <\frac{1}{3} \frac{\int_{a}^{b} F(x, w(x)) d x}{\int_{a}^{b}\left[G(x, u(x))+H\left(x, u^{\prime}(x)\right)\right] d x}=\frac{2}{3} \frac{\Psi(w)}{\Phi(w)}
\end{aligned}
$$

So, the assumptions (1.2) and (1.3) in Theorem 1.3 are satisfied. Hence, by using Theorem 1.3, taking into account that the weak solutions of the problem (1.1)
are exactly the solutions of the equation $\Phi^{\prime}(u)-\lambda \Psi^{\prime}(u)=0$, the problem (1.1) admits at least three distinct weak solutions in $X$.
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