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#### Abstract

This paper deals with variational-hemivariational inequalities involving the $p$-Laplace operator and a nonlinear Neumann boundary condition. Based on an abstract critical point result, which is developed at the beginning of the paper, it is shown the existence of at least three solutions to such inequalities whereby the cases $p>N$ and $p \leq N$ are treated separately. The applicability of these results is emphasized with suitable examples.


## 1. Introduction

Let $\Omega$ be a non-empty, bounded, open subset of the real Euclidian space $\mathbb{R}^{N}$, $N \geq 1$, with $C^{1}$-boundary $\Gamma:=\partial \Omega$ and let $q \in L^{\infty}(\Omega)$ satisfying $q \geq 0, q \not \equiv 0$. We consider the following problem: Find $u \in K$ such that, for all $v \in K$

$$
\begin{align*}
& \int_{\Omega}|\nabla u(x)|^{p-2} \nabla u(x) \cdot \nabla(v(x)-u(x)) d x  \tag{1.1}\\
&+\int_{\Omega} q(x)|u(x)|^{p-2} u(x)(v(x)-u(x)) d x \\
&+\int_{\Omega} \lambda \alpha(x) F^{\circ}(u(x) ; v(x)-u(x)) d x \\
&+\int_{\Gamma} \mu \beta(x) G^{\circ}(\gamma u(x) ; \gamma v(x)-\gamma u(x)) d \sigma \geq 0
\end{align*}
$$
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where $K$ is a closed convex subset of the usual Sobolev space $W^{1, p}(\Omega), 1<p<$ $\infty$, containing the zero function while $\alpha \in L^{1}(\Omega), \beta \in L^{1}(\Gamma)$, fulfill $\alpha(x) \geq 0$ for almost all $x \in \Omega, \alpha \not \equiv 0$ and $\beta(x) \geq 0$ for almost all $x \in \Gamma$. The values $\lambda$ and $\mu$ are real parameters with $\lambda>0$ and $\mu \geq 0$ specified later. By $F^{\circ}$ and $G^{\circ}$ we denote Clarke's generalized directional derivatives of the locally Lipschitz continuous functions $F, G: \mathbb{R} \rightarrow \mathbb{R}$ given in the form

$$
F(\xi)=\int_{0}^{\xi} f(t) d t, \quad G(\xi)=\int_{0}^{\xi} g(t) d t
$$

with locally essentially bounded functions $f, g: \mathbb{R} \rightarrow \mathbb{R}$. As usual, we denote by $\gamma: W^{1, p}(\Omega) \rightarrow L^{p}(\Gamma)$ the well-known trace operator being linear and compact.

The aim of this paper is to provide multiplicity results to inequality (1.1). We present different existence theorems showing the existence of at least three distinct solutions of (1.1) provided the number $\lambda$ belongs to a specific interval and the parameter $\mu$ is sufficiently small. Since $C(\bar{\Omega})$ is compactly embedded into $W^{1, p}(\Omega)$ when $p>N$, the various cases $p \leq N$ and $p>N$ are discussed separately with different assumptions on the data $f$ and $g$. Our main results are stated in Theorem 3.1 ( $p>N$, see Section 3) and Theorem 4.1 ( $p \leq N$, see Section 4). The main idea in the proofs is the usage of an appropriate abstract three-critical-point-result for non-smooth functionals which is proved in Section 2 based on results in [8].

Existence and multiplicity results for variational-hemivariational inequalities have been obtained under different structure and regularity conditions on the nonlinear functions by various authors. We refer, for example, to [4], [23], [24], [28] and [36] as well as the references therein. It is clear that problem (1.1) becomes a hemivariational inequality if $K$ coincides with the whole space $W^{1, p}(\Omega)$. Such inequalities have been handled for example in [2], [3], [13], [15], [29], [34] and [35]. In the context of infinitely many solutions to (1.1) we refer to the recent results stated in [9] and [41] for $p>N$ while existence results to (1.1) via the method of sub- and supersolution can be found in [14] and [16].

Let us comment on some relevant special cases of (1.1).
(A) If $K=W^{1, p}(\Omega)$ and $F, G$ are smooth, problem (1.1) reduces to

$$
\begin{aligned}
& \int_{\Omega}|\nabla u(x)|^{p-2} \nabla u(x) \cdot \nabla \varphi(x) d x+\int_{\Omega} q(x)|u(x)|^{p-2} u(x) \varphi(x) d x \\
&+\int_{\Omega} \lambda \alpha(x) F^{\prime}(u(x)) \varphi(x) d x+\int_{\Gamma} \mu \beta(x) G^{\prime}(\gamma u(x)) \gamma \varphi(x) d \sigma=0
\end{aligned}
$$

for all $\varphi \in W^{1, p}(\Omega)$ which means that $u \in W^{1, p}(\Omega)$ is the weak solution of the nonlinear boundary value problem

$$
\begin{aligned}
-\Delta_{p} u(x)+q(x)|u(x)|^{p-2} u(x)+\lambda \alpha(x) F^{\prime}(u(x)) & =0 \\
& \text { in } \Omega, \\
\frac{\partial u}{\partial \nu}(x)+\mu \beta(x) G^{\prime}(\gamma u(x)) & =0
\end{aligned} \quad \text { on } \Gamma, ~ \$
$$

where $(\partial u / \partial \nu)(x)=|\nabla u|^{p-2}(\partial u / \partial n)(x)$ with $(\partial u / \partial n)(x)$ being the outer normal derivative of $u$ at $x \in \Gamma$. Regarding existence and multiplicity of solutions to (1.2) we point out (without guarantee of completeness) the papers in [20]-[22], [30], [32], [37], [46], [48], and the references therein. Referring to homogeneous Neumann problems, the existence of at least three solutions in case $p>N$ was shown with different methods for example in [1], [5] and [6] (see also [7] for infinitely many solutions) while the more complicated case $p \leq N$ was recently studied in [19].
(B) In case $f=g=0,(1.1)$ is a classical variational inequality of the form

$$
\begin{aligned}
& u \in K: \quad \int_{\Omega}|\nabla u(x)|^{p-2} \nabla u(x) \cdot \nabla(v(x)-u(x)) d x \\
& \quad+\int_{\Omega} q(x)|u(x)|^{p-2} u(x)(v(x)-u(x)) d x \geq 0
\end{aligned}
$$

for all $v \in K$ whose treatment is well-known (see for example the monograph of Kinderlehrer in [25]).
(C) As mentioned above, problem (1.1) reduces to a so-called hemivariational inequality provided $K=W^{1, p}(\Omega)$. This contains as a special case the subsequent elliptic inclusion

$$
\begin{array}{rll}
-\Delta_{p} u(x)+q(x)|u(x)|^{p-2} u(x)+\lambda \alpha(x) \partial F(u(x)) & \ni 0 & \text { in } \Omega, \\
\frac{\partial u}{\partial \nu}(x)+\mu \beta(x) \partial G(\gamma u(x)) \ni 0 & \text { on } \Gamma,
\end{array}
$$

whereby the multivalued functions $\partial F, \partial G$ stand for Clarke's generalized gradient (see Section 2 for more details). Concerning multiple solutions such inclusions have been studied in [31] and [47]. Regarding the existence of infinitely many solutions for homogeneous problems of type (1.3) we also mention the paper of Candito [11] and the work of Kristály-Motreanu (see [27]) where in the second paper the authors do not require that $W^{1, p}(\Omega)$ is continuously embedded into $C(\bar{\Omega})$. Likewise, we draw attention to a paper of Kristály-Moroşanu in which a new competition phenomena between oscillatory and pure power terms has been described (cf. [26]).

It should be noted that our variational-hemivariational inequality is equivalent to the multi-valued variational inequality

$$
u \in K: \quad\left\{\begin{array}{l}
\eta(x) \in \partial F(u(x)) \quad \text { a.e. in } \Omega, \xi(x) \in \partial G(\gamma u(x)) \text { a.e. in } \Gamma,  \tag{1.4}\\
\int_{\Omega}|\nabla u(x)|^{p-2} \nabla u(x) \cdot \nabla(v(x)-u(x)) d x \\
\quad+\int_{\Omega} q(x)|u(x)|^{p-2} u(x)(v(x)-u(x)) d x \\
\quad+\int_{\Omega} \lambda \alpha(x) \eta(x)(v(x)-u(x)) d x \\
\quad+\int_{\Gamma} \mu \beta(x) \xi(x)(\gamma v(x)-\gamma u(x)) d \sigma \geq 0, \quad \text { for all } v \in K
\end{array}\right.
$$

provided the elements of $\partial F, \partial G$ fulfill a suitable growth condition and $K$ has lattice structure, which means, if $u, v \in K$, then $\max \{u, v\}, \min \{u, v\} \in K$. In other words, $u$ is a solution of (1.1) if and only if $u$ is a solution of (1.4). This interesting result was recently published in [12].

We also would like to mention the recent work in [44] and references therein concerning three critical points theorems involving smooth functionals. For more information about (variational-)hemivariational inequalities we refer the reader to the monographs in [42] and [43].

## 2. Preliminaries

Let us recall some basic facts on non-smooth analysis which we will need in later considerations. Let $(X,\|\cdot\|)$ be a real Banach space and denote by $X^{*}$ its dual space while the duality pairing between $X$ and $X^{*}$ is denoted by $\langle\cdot, \cdot\rangle$. A function $f: X \rightarrow \mathbb{R}$ is said to be locally Lipschitz continuous if for every $x \in X$ there exist a neighborhood $U_{x}$ of $x$ and a constant $L_{x} \geq 0$ such that

$$
|f(y)-f(z)| \leq L_{x}\|y-z\|, \quad \text { for all } y, z \in U_{x}
$$

The term $f^{\circ}(x ; y), x, y \in X$ stands for the generalized directional derivative of $f$ at the point $x$ along the direction $y$ which is given by

$$
f^{\circ}(x ; y):=\limsup _{z \rightarrow x, t \rightarrow 0^{+}} \frac{f(z+t y)-f(z)}{t},
$$

(see [18, Chapter 2]). Let $f_{1}, f_{2}: X \rightarrow \mathbb{R}$ be locally Lipschitz continuous functions. Then we have

$$
\begin{equation*}
\left(f_{1}+f_{2}\right)^{\circ}(x ; y) \leq f_{1}^{\circ}(x ; y)+f_{2}^{\circ}(x ; y), \quad \text { for all } x, y \in X \tag{2.1}
\end{equation*}
$$

The generalized gradient of a locally Lipschitz continuous function $f$ at $x$, denoted by $\partial f(x)$, is the set

$$
\partial f(x):=\left\{x^{*} \in X^{*}:\left\langle x^{*}, y\right\rangle \leq f^{\circ}(x ; y), \text { for all } y \in X\right\} .
$$

An element $x \in X$ is a (generalized) critical point of $f$ if it satisfies the condition

$$
f^{\circ}(x ; y) \geq 0, \quad \text { for all } y \in X
$$

or equivalently, $0 \in \partial f(x)$ (see [17]).
Let $I: X \rightarrow]-\infty,+\infty]$ be a non-smooth function represented as a sum of a locally Lipschitz continuous function $f: X \rightarrow \mathbb{R}$ and a convex, proper and lower semicontinuous function $j: X \rightarrow]-\infty,+\infty]$, that is $I:=f+j$. An element $u \in X$ is a (generalized) critical point of $I$ if

$$
f^{\circ}(u ; v-u)+j(v)-j(u) \geq 0, \quad \text { for all } v \in X
$$

is satisfied (see [39, Chapter 3] and [40]).
Now, let us give the assumptions concerning our first result. For a reflexive Banach space $X$, the functional $\Phi: X \rightarrow \mathbb{R}$ is assumed to be sequentially weakly lower semicontinuous and coercive while $\Upsilon: X \rightarrow \mathbb{R}$ is supposed to be sequentially weakly upper semicontinuous. By $\lambda$ we denote a positive real parameter, $j: X \rightarrow$ $]-\infty,+\infty]$ is a convex, proper and lower semicontinuous functional and $D(j)$ stands for the effective domain of $j$. Then we define

$$
\begin{equation*}
\Psi:=\Upsilon-j \quad \text { and } \quad J_{\lambda}:=\Phi-\lambda \Psi=(\Phi-\lambda \Upsilon)+\lambda j:=\Theta_{\lambda}+\lambda j \tag{2.2}
\end{equation*}
$$

while it is supposed that

$$
D(j) \cap \Phi^{-1}(]-\infty, r[) \neq \emptyset, \quad \text { for all } r>\inf _{X} \Phi
$$

Now we define

$$
\varphi_{1}(r)=\inf _{y \in \Phi^{-1}(]-\infty, r[)} \frac{\left(\sup _{x \in \Phi^{-1}(]-\infty, r[)} \Psi(x)\right)-\Psi(y)}{r-\Phi(y)}, \quad \text { for all } r>\inf _{X} \Phi
$$

respectively,

$$
\varphi_{2}(r)=\sup _{y \in \Phi^{-1}([r,+\infty[)} \frac{\Psi(y)-\left(\sup _{\left.\left.x \in \Phi^{-1}(]-\infty, r\right]\right)} \Psi(x)\right)}{\Phi(y)-r}, \quad \text { for all } r<\sup _{X} \Phi
$$

We have the following result.
Theorem 2.1. Assume that there is $r \in] \inf _{X} \Phi, \sup _{X} \Phi\left[\right.$ such that $\varphi_{1}(r)<$ $\varphi_{2}(r)$. Further suppose that the functional $J_{\lambda}$ is bounded from below and satisfies the (PS)-condition for each $\lambda \in \Lambda:=] 1 / \varphi_{2}(r), 1 / \varphi_{1}(r)[$. Then, for each $\lambda \in \Lambda$, $J_{\lambda}$ has three distinct critical points.

Proof. First, we observe that, thanks to [40, Corollary 1.3], $J_{\lambda}$ is coercive. Now, we want to show that $J_{\lambda}$ has a local minima $u_{1} \in \Phi^{-1}(]-\infty, r[)$ and a local minima $u_{2} \in \Phi^{-1}(] r,+\infty[)$. Let $\lambda \in \Lambda$ be fixed. We are going to show that there is $u_{1} \in D(j) \cap \Phi^{-1}(]-\infty, r[)$ such that $J_{\lambda}\left(u_{1}\right) \leq J_{\lambda}(u)$ for all $u \in \Phi^{-1}(]-\infty, r[)$.

Taking into account $1 / \lambda>\varphi_{1}(r)$, we find $\bar{u} \in D(j)$ such that $\Phi(\bar{u})<r$ and $J_{\lambda}(\bar{u})=\Phi(\bar{u})-\lambda \Psi(\bar{u})<r-\lambda \sup _{\Phi(x)<r} \Psi(x)$. Putting $L:=(r-\Phi(\bar{u})) / \lambda+\Psi(\bar{u})$ yields

$$
\begin{equation*}
\sup _{\Phi(x)<r} \Psi(x)<L \tag{2.3}
\end{equation*}
$$

Let us take $\Psi_{L}(u)=\min \{\Psi(u), L\}$. As $j$ is sequentially weakly lower semicontinuous (see [10, Corollary III.8]), we can easily prove that $\Psi_{L}$ is sequentially weakly upper semicontinuous. We take $J=\Phi-\lambda \Psi_{L}$ and note that $J$ is sequentially weakly lower semicontinuous and coercive which guarantees that its global minimum, namely $u_{0}$, exists (see [45, Theorem 1.2]). If $J\left(u_{0}\right)=J(\bar{u})$, we put $u_{1}=\bar{u}$, so $u_{1} \in \Phi^{-1}(]-\infty, r[)$ is a local minima of $J_{\lambda}$. Let us consider the case $J\left(u_{0}\right)<J(\bar{u})$. Then, we obtain

$$
\Phi\left(u_{0}\right)-\lambda \Psi_{L}\left(u_{0}\right)<\Phi(\bar{u})-\lambda \Psi_{L}(\bar{u})
$$

thus

$$
\Phi\left(u_{0}\right)<\lambda \Psi_{L}\left(u_{0}\right)+\Phi(\bar{u})-\lambda \Psi_{L}(\bar{u}) \leq \lambda L+\Phi(\bar{u})-\lambda \Psi(\bar{u})=r
$$

Thanks to (2.3) we see at once that $\Psi\left(u_{0}\right)<L$. Hence, it follows

$$
\begin{equation*}
\Phi\left(u_{0}\right)-\lambda \Psi\left(u_{0}\right)=\Phi\left(u_{0}\right)-\lambda \Psi_{L}\left(u_{0}\right) \leq \Phi(u)-\lambda \Psi_{L}(u), \quad \text { for all } u \in X \tag{2.4}
\end{equation*}
$$

With the aid of (2.3), (2.4) results in

$$
\Phi\left(u_{0}\right)-\lambda \Psi\left(u_{0}\right) \leq \Phi(u)-\lambda \Psi(u), \quad \text { for all } u \in \Phi^{-1}(]-\infty, r[)
$$

Taking $u_{1}=u_{0}$ proves the other case and hence, $u_{1} \in \Phi^{-1}(]-\infty, r[)$ is a local minima of $J_{\lambda}$.

Now we prove the existence of a local minima $u_{2} \in \Phi^{-1}(] r, \infty[)$. Since $\lambda>$ $1 / \varphi_{2}(r)$, there exists $\bar{v} \in D(j)$ such that $\Phi(\bar{v})>r$ and

$$
\begin{equation*}
\Phi(\bar{v})-\lambda \Psi(\bar{v})<r-\lambda \sup _{\Phi(x) \leq r} \Psi(x) \tag{2.5}
\end{equation*}
$$

Let us introduce a functional $\Phi_{r}: X \rightarrow \mathbb{R}$ defined by $\Phi_{r}(x):=\max \{\Phi(x), r\}$. Clearly, $\Phi_{r}$ is sequentially weakly lower semicontinuous and coercive. Then, $J:=\Phi_{r}-\lambda \Psi$ has the same properties, so there exists a global minimum $v_{0}$ of $J$, that is,

$$
\begin{equation*}
\Phi_{r}\left(v_{0}\right)-\lambda \Psi\left(v_{0}\right) \leq \Phi_{r}(x)-\lambda \Psi(x), \quad \text { for all } x \in X \tag{2.6}
\end{equation*}
$$

Let us show that $v_{0} \in \Phi^{-1}(] r, \infty[)$. We argue indirectly and assume that $v_{0} \in$ $\left.\left.\Phi^{-1}(]-\infty, r\right]\right)$. Then, due to (2.6) with the special choice $x=\bar{v}$ and the fact that $\Phi(\bar{u})>r$, it follows

$$
r-\lambda \Psi\left(v_{0}\right) \leq \Phi(\bar{v})-\lambda \Psi(\bar{v})
$$

Applying (2.5) yields

$$
r-\lambda \Psi\left(v_{0}\right) \leq \Phi(\bar{v})-\lambda \Psi(\bar{v})<r-\lambda \Psi\left(v_{0}\right),
$$

which is a contradiction. Hence, $u_{2}:=v_{0} \in \Phi^{-1}(] r, \infty[)$ is a local minima of $J_{\lambda}$.
Now, we may apply Corollary 2.1 in [35] to obtain the existence of at least three critical points of $J_{\lambda}$. This completes the proof.

Now, we present a variant of Theorem 2.1 where the (PS)-condition and the boundedness from below of $J_{\lambda}$ are not required. To this end, let $K$ be a non-empty closed convex subset of $X$ containing the zero of $X$ and let $j: X \rightarrow$ ] $-\infty,+\infty$ ] be defined as

$$
j(u)= \begin{cases}0 & \text { if } u \in K \\ +\infty & \text { otherwise }\end{cases}
$$

Clearly, $j$ is convex, proper and lower semicontinuous. So, we can consider the functionals as defined in (2.2). Assume also that
(1) $\inf _{X} \Phi=\Phi(0)=\Psi(0)=0$;
(2) $\Phi$ is convex.

Moreover, for fixed $\lambda>0$, suppose that
(3) for all $x_{1}, x_{2} \in X$ which are local minima of the functional $\Phi-\lambda \Psi$ such that $\Psi\left(x_{1}\right) \geq 0$ and $\Psi\left(x_{2}\right) \geq 0$, one has

$$
\inf _{t \in[0,1]} \Psi\left(t x_{1}+(1-t) x_{2}\right) \geq 0
$$

(4) there exist a real Banach space $\tilde{X}$ and a locally Lipschitz function $\widetilde{\Theta}_{\lambda}: \widetilde{X} \rightarrow \mathbb{R}$ such that $X$ is compactly embedded in $\widetilde{X}$ and $\left.\widetilde{\Theta}_{\lambda}\right|_{X}=\Theta_{\lambda}$. We obtain the following result.

Theorem 2.2. Assume that there are $r_{1}, r_{2}>0$ and $\bar{v} \in K$, with $2 r_{1}<$ $\Phi(\bar{v})<r_{2} / 2$, such that

$$
\begin{align*}
& \sup _{u \in \Phi^{-1}(]-\infty, r_{1}[)}^{r_{1}} \Upsilon(u) \tag{2.7}
\end{align*}<\frac{2}{3} \frac{\Upsilon(\bar{v})}{\Phi(\bar{v})} ;
$$

Furthermore, suppose that $\Phi(u) \geq r_{2}$ for all $u \in \partial K$. Then, for each $\lambda \in \bar{\Lambda}$, where $\bar{\Lambda}$ is given through

$$
\bar{\Lambda}:=] \frac{3}{2} \frac{\Phi(\bar{v})}{\Upsilon(\bar{v})}, \min \left\{\frac{r_{1}}{\sup _{u \in \Phi^{-1}(]-\infty, r_{1}[)} \Upsilon(u)}, \frac{r_{2} / 2}{\sup _{u \in \Phi^{-1}(]-\infty, r_{2}[)} \Upsilon(u)}\right\}[
$$

$J_{\lambda}$ has three distinct critical points $u_{i} \in K(i=1,2,3)$ such that $\Phi\left(u_{i}\right)<r_{2}$ for $i \in\{1,2,3\}$.

Proof. Put $\rho_{1}=r_{1}$ and $\rho_{2}=r_{2} / 2$. Because of $0 \in K$ and the definition of $j$, one has

$$
\varphi_{1}\left(\rho_{1}\right) \leq \frac{\sup _{u \in \Phi^{-1}(]-\infty, \rho_{1}[)} \Psi(u)}{\rho_{1}} \leq \frac{\sup _{u \in \Phi^{-1}(]-\infty, r_{1}[)} \Upsilon(u)}{r_{1}}
$$

and

$$
\varphi_{1}\left(\rho_{2}\right) \leq \frac{\sup _{u \in \Phi^{-1}(]-\infty, \rho_{2}[)} \Psi(u)}{\rho_{2}} \leq \frac{\sup _{u \in \Phi^{-1}(]-\infty, r_{2}[)} \Upsilon(u)}{r_{2} / 2}
$$

On the other hand, since (2.7) implies $\sup _{u \in \Phi^{-1}(]-\infty, \rho_{1}[)} \Psi(u)<\Psi(\bar{v})$ and thanks to $\Phi(u) \geq 0$ for all $u \in X$, we obtain

$$
\inf _{u \in \Phi^{-1}(]-\infty, \rho_{1}[)} \sup _{v \in \Phi^{-1}\left(\left[\rho_{1}, \rho_{2}[)\right.\right.} \frac{\Psi(v)-\Psi(u)}{\Phi(v)-\Phi(u)} \geq \frac{2}{3} \frac{\Psi(\bar{v})}{\Phi(\bar{v})}
$$

Hence,

$$
\max \left\{\varphi_{1}\left(\rho_{1}\right), \varphi_{1}\left(\rho_{2}\right)\right\}<\inf _{u \in \Phi^{-1}(]-\infty, \rho_{1}[)} \sup _{v \in \Phi^{-1}\left(\left[\rho_{1}, \rho_{2}[)\right.\right.} \frac{\Psi(v)-\Psi(u)}{\Phi(v)-\Phi(u)}
$$

Therefore, owing to [3, Theorem 3.1] the functional $J_{\lambda}$ admits two local minima $u_{1}, u_{2} \in K$ such that $\Phi\left(u_{1}\right)<\rho_{1}$ and $\rho_{1} \leq \Phi\left(u_{2}\right)<\rho_{2}$.

Now put $\Upsilon_{r_{2} / 2 \lambda}(u)=\min \left\{\Upsilon(u), r_{2} / 2 \lambda\right\}$ and $\mathfrak{F}_{\lambda}(u)=\Phi(u)-\lambda \Upsilon_{r_{2} / 2 \lambda}(u)+$ $\lambda j(u)$ for all $u \in X$. Since $\Phi-\lambda \Upsilon_{r_{2} / 2 \lambda}$ is coercive, then [35, Proposition 2.3] ensures that $\mathfrak{F}_{\lambda}$ satisfies the $(\mathrm{PS})_{c}$-condition for all $c \in \mathbb{R}$. Put $\bar{c}=\inf _{\gamma \in \Gamma} \max _{t \in[0,1]} \mathfrak{F}_{\lambda}(\gamma(t))$, where $\Gamma=\left\{\gamma \in C([0,1]): \gamma(0)=u_{1}, \gamma(1)=u_{2}\right\}$. It follows that

$$
\bar{c} \leq \max _{t \in[0,1]} \mathfrak{F}_{\lambda}\left(t u_{1}+(1-t) u_{2}\right) \leq \max _{t \in[0,1]}\left(t \Phi\left(u_{1}\right)+(1-t) \Phi\left(u_{2}\right)\right)<\rho_{2}
$$

Since

$$
\mathfrak{F}_{\lambda}(u)=\Phi(u)-\lambda \Upsilon_{r_{2} / 2 \lambda}(u) \geq \Phi(u)-\lambda r_{2} / 2 \lambda \geq r_{2} / 2>\bar{c}, \quad \text { for all } u \in \partial K
$$

we have that $\mathfrak{F}_{\lambda}^{\bar{c}}=\left\{x \in X: \mathfrak{F}_{\lambda}(x) \geq \bar{c}\right\}$ is closed (see [33, Lemma 2.1]). Therefore, [33, Theorem 4.2] ensures the existence of a critical point $u_{3}$ of $\mathfrak{F}_{\lambda}$ such that $\bar{c}=\mathfrak{F}_{\lambda}\left(u_{3}\right)$. We claim that $\Upsilon\left(u_{3}\right)<r_{2} / 2 \lambda$. Arguing by contradiction, we assume that $\Upsilon\left(u_{3}\right) \geq r_{2} / 2 \lambda$. So, one has $\mathfrak{F}_{\lambda}\left(u_{3}\right)=\bar{c}<r_{2} / 2$, that is

$$
\Phi\left(u_{3}\right)-\lambda \Upsilon_{r_{2} / 2 \lambda}\left(u_{3}\right)<r_{2} / 2, \quad \Phi\left(u_{3}\right)-r_{2} / 2<r_{2} / 2, \quad \Phi\left(u_{3}\right)<r_{2}
$$

Therefore, since $\lambda \in \bar{\Lambda}$ and, in particular,

$$
\lambda<\frac{r_{2} / 2}{\sup _{u \in \Phi^{-1}(]-\infty, r_{2}[)} \Upsilon(u)},
$$

we conclude that $\Upsilon\left(u_{3}\right)<r_{2} / 2 \lambda$. But this is a contradiction, so our claim is proved. It follows that $u_{3}$ is also a critical point of $J_{\lambda}$.

In the following, we consider an equivalent norm on the space $W^{1, p}(\Omega)$ given by

$$
\begin{equation*}
\|u\|_{W^{1, p}(\Omega)}:=\left(\int_{\Omega}\left(|\nabla u(x)|^{p}+q(x)|u(x)|^{p}\right) d x\right)^{1 / p} \tag{2.9}
\end{equation*}
$$

(see for instance [38, Section 1.1.15]).

## 3. The case $p>N$

In this section we prove the existence of multiple solutions to problem (1.1) if $p>N$. We recall that if $p>N$, the space $W^{1, p}(\Omega)$ is compactly embedded in $C(\bar{\Omega})$, that is, there exists a positive constant $c$ such that

$$
\|u\|_{C(\bar{\Omega})} \leq c\|u\|_{W^{1, p}(\Omega)} .
$$

First, we suppose there exist two constants $a_{1}, a_{2}>0$ such that

$$
\begin{equation*}
\frac{\max _{|t| \leq a_{1}}(-F(t))}{a_{1}^{p}}<\frac{1}{c^{p}\|q\|_{L^{1}(\Omega)}} \frac{\left(-F\left(a_{2}\right)\right)}{a_{2}^{p}} \tag{3.1}
\end{equation*}
$$

and take $\lambda \in \Lambda$, where $\Lambda$ is given by

$$
\begin{equation*}
\Lambda:=] \frac{\|q\|_{L^{1}(\Omega)}}{p\|\alpha\|_{L^{1}(\Omega)}} \frac{a_{2}^{p}}{\left(-F\left(a_{2}\right)\right)}, \frac{1}{p c^{p}\|\alpha\|_{L^{1}(\Omega)}} \frac{a_{1}^{p}}{\max _{|t| \leq a_{1}}(-F(t))}[. \tag{3.2}
\end{equation*}
$$

Thanks to (3.1) we observe that the interval $\Lambda$ is non-empty.
Put

$$
\begin{align*}
& \delta:= \min \left\{\frac{a_{1}^{p}-p c^{p} \lambda\|\alpha\|_{L^{1}(\Omega)} \max _{|t| \leq a_{1}}(-F(t))}{p c^{p}\|\beta\|_{L^{1}(\Gamma)} \max _{|t| \leq a_{1}}(-G(t))},\right. \\
&\left.\frac{p \lambda\|\alpha\|_{L^{1}(\Omega)}\left(-F\left(a_{2}\right)\right)-a_{2}^{p}\|q\|_{L^{1}(\Omega)}}{p\|\beta\|_{L^{1}(\Gamma)} \min \left\{0,-G\left(a_{2}\right)\right\}}\right\},  \tag{3.3}\\
& \widetilde{\delta}= \frac{1}{\max \left\{0, p \max \left\{\|\alpha\|_{L^{1}(\Omega)},\|\beta\|_{L^{1}(\Gamma)}\right\} c^{p} \limsup _{|\xi| \rightarrow+\infty} \frac{(-G(\xi))}{|\xi|^{p}}\right\}} \\
& \bar{\delta}:= \min \{\delta, \widetilde{\delta}\} .
\end{align*}
$$

Since $\lambda \in \Lambda$, a simple computation shows that $\delta>0$.
If $\limsup _{|\xi| \rightarrow+\infty} \frac{(-G(\xi))}{|\xi|^{p^{2}}} \leq 0$ and $\max _{|t| \leq a_{1}}(-G(t))=0$ as well as $G\left(a_{2}\right) \geq 0$ we read $\bar{\delta}=+\infty$.

Our main result in this section is the following.

Theorem 3.1. Let $\alpha \in L^{1}(\Omega), \beta \in L^{1}(\Gamma)$ be two non-negative and nonzero functions. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be a locally essentially bounded function and put $F(\xi)=\int_{0}^{\xi} f(t) d t$ for every $\xi \in \mathbb{R}$. Assume that
(H1) $\frac{\max _{|t| \leq a_{1}}(-F(t))}{a_{1}^{p}}<\frac{1}{c^{p}\|q\|_{L^{1}(\Omega)}} \frac{\left(-F\left(a_{2}\right)\right)}{a_{2}^{p}}$;
(H2) $\limsup _{|\xi| \rightarrow+\infty} \frac{(-F(\xi))}{\xi^{p}} \leq 0$,
with positive constants $a_{1}, a_{2}$ satisfying $a_{1}<a_{2}$ and $a_{2} \in K$. Then, for each $\lambda \in \Lambda$, where $\Lambda$ is defined in (3.2), and for each locally essentially bounded function $g: \mathbb{R} \rightarrow \mathbb{R}$, whose potential $G(\xi)=\int_{0}^{\xi} g(t) d t$ for every $\xi \in \mathbb{R}$ satisfies
(H3) $\limsup _{|\xi| \rightarrow+\infty} \frac{(-G(\xi))}{|\xi|^{p}}<+\infty$,
there exists $\bar{\delta}>0$ given by (3.3) such that, for each $\mu \in[0, \bar{\delta}[$, problem (1.1) has at least three distinct solutions.

Proof. Our aim is to apply Theorem 2.1. Let $\lambda, g$ and $\mu$ be fixed satisfying the assumptions and let $X$ be the space $W^{1, p}(\Omega)$ equipped with the norm $\|\cdot\|_{W^{1, p}(\Omega)}$.

We set, for any $u \in X$,

$$
\begin{aligned}
& \Phi(u):=\frac{1}{p}\|u\|_{W^{1, p}(\Omega)}^{p}, \quad j(u):= \begin{cases}0 & \text { if } u \in K \\
+\infty & \text { otherwise },\end{cases} \\
& \Upsilon(u):=\int_{\Omega} \alpha(x)[-F(u(x))] d x+\frac{\mu}{\lambda} \int_{\Gamma} \beta(x)[-G(\gamma u(x)] d \sigma, \\
& \Psi(u):=\Upsilon(u)-j(u), \quad J_{\lambda}(u):=\Phi(u)-\lambda \Psi(u) .
\end{aligned}
$$

Then

$$
\begin{aligned}
& J_{\lambda}(u)=\frac{1}{p}\|u\|_{W^{1, p}(\Omega)}^{p}-\lambda \int_{\Omega} \alpha(x)[-F(u(x))] d x \\
&-\mu \int_{\Gamma} \beta(x)[-G(\gamma u(x)] d \sigma+\lambda j(u)
\end{aligned}
$$

Let $r=\frac{1}{p}\left(\frac{a_{1}}{c}\right)^{p}$, then $\Phi\left(a_{2}\right)>r$, that means $r \in \inf _{X} \Phi, \sup _{X} \Phi[=] 0, \sup _{X} \Phi[$. Let $v \in \Phi^{-1}(]-\infty, r[)$. Then due to $\frac{1}{p}\|v\|_{W^{1, p}(\Omega)}^{p}<r$ combined with $\|v\|_{C(\bar{\Omega})}$
$\leq c\|v\|_{W^{1, p}(\Omega)}$, we have $|v(x)| \leq a_{1}$ for every $x \in \Omega$. We obtain

$$
\begin{aligned}
\varphi_{1}(r) & \leq \frac{\sup _{\|w\|^{p} \leq p r}\left(\int_{\Omega} \alpha(x)[-F(w(x))] d x+\frac{\mu}{\lambda} \int_{\Gamma} \beta(x)[-G(\gamma w(x))] d \sigma-j(w)\right)}{r} \\
& \leq \frac{\left(\|\alpha\|_{L^{1}(\Omega)} \max _{|t| \leq a_{1}}(-F(t))+\frac{\mu}{\lambda}\|\beta\|_{L^{1}(\Gamma)} \max _{|t| \leq r}(-G(r))\right)}{r} \\
& =p c^{p}\|\alpha\|_{L^{1}(\Omega)} \frac{\max _{|t| \leq a_{1}}(-F(t))}{a_{1}^{p}}+p c^{p} \frac{\mu}{\lambda}\|\beta\|_{L^{1}(\Gamma)} \frac{\max _{|t| \leq a_{1}}(-G(t))}{a_{1}^{p}} .
\end{aligned}
$$

On the other side we have

$$
\frac{\Psi\left(a_{2}\right)}{\Phi\left(a_{2}\right)} \geq \frac{p\|\alpha\|_{L^{1}(\Omega)}}{\|q\|_{L^{1}(\Omega)}} \frac{\left[-F\left(a_{2}\right)\right]}{a_{2}^{p}}+\frac{\|\beta\|_{L^{1}(\Gamma)} \mu p}{\lambda\|q\|_{L^{1}(\Omega)}} \frac{\min \left\{0,-G\left(a_{2}\right)\right\}}{a_{2}^{p}}
$$

As $\mu<\delta$ (see (3.3)), it follows

$$
\begin{align*}
& \mu<\frac{a_{1}^{p}-p c^{p} \lambda\|\alpha\|_{L^{1}(\Omega)} \max _{|t| \leq a_{1}}(-F(t))}{p c^{p}\|\beta\|_{L^{1}(\Gamma)} \max _{|t| \leq a_{1}}(-G(t))} \text { and }  \tag{3.4}\\
& \mu<\frac{p \lambda\|\alpha\|_{L^{1}(\Omega)}\left(-F\left(a_{2}\right)\right)-a_{2}^{p}\|q\|_{L^{1}(\Omega)}}{p\|\beta\|_{L^{1}(\Gamma)} \min \left\{0,-G\left(a_{2}\right)\right\}} .
\end{align*}
$$

From (3.4) we obtain

$$
\frac{p c^{p}\|\alpha\|_{L^{1}(\Omega)} \max _{|t| \leq a_{1}}(-F(t))}{a_{1}^{p}}+\frac{\mu}{\lambda} \frac{p c^{p}\|\beta\|_{L^{1}(\Gamma)} \max _{|t| \leq a_{1}}(-G(t))}{a_{1}^{p}}<\frac{1}{\lambda},
$$

respectively,

$$
\frac{p\|\alpha\|_{L^{1}(\Omega)}}{\|q\|_{L^{1}(\Omega)}} \frac{\left[-F\left(a_{1}\right)\right]}{a_{2}^{p}}+\frac{\|\beta\|_{L^{1}(\Gamma)} \mu p}{\lambda\|q\|_{L^{1}(\Omega)}} \frac{\min \left\{0,-G\left(a_{2}\right)\right\}}{a_{2}^{p}}>\frac{1}{\lambda} .
$$

Hence

$$
\begin{equation*}
\varphi_{1}(r)<\frac{1}{\lambda}<\frac{\Psi\left(a_{2}\right)}{\Phi\left(a_{2}\right)} . \tag{3.5}
\end{equation*}
$$

In particular, we obtain from the calculations above that

$$
\frac{\sup _{\Phi(x)<r} \Psi(x)}{r} \leq \frac{\sup _{\Phi(x) \leq r} \Psi(x)}{r}<\frac{\Psi\left(a_{2}\right)}{\Phi\left(a_{2}\right)},
$$

where $0<r<\Phi\left(a_{2}\right)$. This leads to

$$
\begin{equation*}
\varphi_{2}(r) \geq \frac{\Psi\left(a_{2}\right)-\sup _{\Phi(x) \leq r} \Psi(x)}{\Phi\left(a_{2}\right)-r} \geq \frac{\Psi\left(a_{2}\right)-r \frac{\Psi\left(a_{2}\right)}{\Phi\left(a_{2}\right)}}{\Phi\left(a_{2}\right)-r}=\frac{\Psi\left(a_{2}\right)}{\Phi\left(a_{2}\right)} \tag{3.6}
\end{equation*}
$$

Combining (3.5) and (3.6) guarantees

$$
\varphi_{1}(r)<\frac{1}{\lambda}<\varphi_{2}(r)
$$

Let us now prove that $J_{\lambda}$ is coercive. Since $\mu<\bar{\delta}$ and due to (H3), there exists a constant $k>0$ such that

$$
\limsup _{|\eta| \rightarrow+\infty} \frac{\max _{|t| \leq \eta}(-G(t))}{\eta^{p}}<k \quad \text { and } \quad \mu k<\frac{1}{\max \left\{\|\alpha\|_{L^{1}(\Omega)},\|\beta\|_{L^{1}(\Gamma)}\right\} p c^{p}}
$$

Thus, we get an estimate of the form

$$
\begin{equation*}
-G(s) \leq k s^{p}+b_{1} \quad \text { for all } s \in \mathbb{R} \tag{3.7}
\end{equation*}
$$

with a non-negative constant $b_{1}$. Putting $\tau$ fixed such that

$$
0<\tau<\left(\frac{1}{\max \left\{\|\alpha\|_{L^{1}(\Omega)},\|\beta\|_{L^{1}(\Gamma)}\right\} p c^{p}}-\mu k\right) \frac{1}{\lambda}
$$

yields, with the aid of hypothesis (H2),

$$
\begin{equation*}
-F(s) \leq \tau s^{p}+b_{2}, \quad \text { for all } s \in \mathbb{R} \tag{3.8}
\end{equation*}
$$

with $b_{2}$ being non-negative. From (3.7) and (3.8) applied on the functional $J_{\lambda}$ it follows, for $u \in D(j)$ (otherwise we are done),

$$
\begin{aligned}
J_{\lambda}(u)= & \Phi(u)-\lambda \Psi(u) \\
\geq & {\left[\frac{1}{p}-\lambda \tau c^{p} \max \left\{\|\alpha\|_{L^{1}(\Omega)},\|\beta\|_{L^{1}(\Gamma)}\right\}-\mu k c^{p} \max \left\{\|\alpha\|_{L^{1}(\Omega)},\|\beta\|_{L^{1}(\Gamma)}\right\}\right] } \\
& \times\|u\|_{W^{1, p}(\Omega)}^{p}-\lambda b_{2}\|\alpha\|_{L^{1}(\Omega)}-\mu b_{1}\|\beta\|_{L^{1}(\Gamma)},
\end{aligned}
$$

where

$$
\frac{1}{p}-\lambda \tau c^{p} \max \left\{\|\alpha\|_{L^{1}(\Omega)},\|\beta\|_{L^{1}(\Gamma)}\right\}-\mu k c^{p} \max \left\{\|\alpha\|_{L^{1}(\Omega)},\|\beta\|_{L^{1}(\Gamma)}\right\}>0
$$

This proves the coercivity of $J_{\lambda}$. In order to prove the Palais-Smale condition for $J_{\lambda}$, we have to apply [35, Proposition 2.3]. Now we are able to apply Theorem 2.1 obtaining the existence of three distinct critical points of $J_{\lambda}$ denoted by $u_{1}, u_{2}$ and $u_{3}$. Let $u:=u_{1}$ be the first critical point of $J_{\lambda}$, then one has

$$
\begin{equation*}
(\Phi-\lambda \Upsilon)^{\circ}(u ; v-u)+\lambda j(v)-\lambda j(u) \geq 0 \quad \text { for all } v \in X \tag{3.9}
\end{equation*}
$$

Clearly, from (3.9) we see at once that $u \in K$ (otherwise (3.9) fails). Hence it follows

$$
\begin{equation*}
(\Phi-\lambda \Upsilon)^{\circ}(u ; v-u) \geq 0 \quad \text { for all } v \in K \tag{3.10}
\end{equation*}
$$

The left-hand side of (3.10) can be estimated using (2.1)

$$
\Phi^{\prime}(u ; v-u)+\lambda(-\Upsilon)^{\circ}(u ; v-u) \geq 0 \quad \text { for all } v \in K
$$

which means

$$
\begin{align*}
\int_{\Omega} \mid \nabla & \left.\nabla(x)\right|^{p-2} \nabla u(x) \cdot \nabla(v(x)-u(x)) d x  \tag{3.11}\\
& \quad+\int_{\Omega} q(x)|u(x)|^{p-2} u(x)(v(x)-u(x)) d x+\lambda(-\Upsilon)^{\circ}(u, v-u) \geq 0
\end{align*}
$$

for all $v \in K$. Applying again (2.1) combined with the formula (2) in [18, p. 77] leads to

$$
\begin{align*}
\lambda(-\Upsilon)^{\circ}(u ; v-u) \leq & \lambda \int_{\Omega} \alpha(x) F^{\circ}(u(x) ; v(x)-u(x)) d x  \tag{3.12}\\
& +\mu \int_{\Gamma} \beta(x) G^{\circ}(\gamma u(x) ; \gamma v(x)-\gamma u(x)) d \sigma
\end{align*}
$$

Finally, from (3.11) and (3.12) we have

$$
\begin{aligned}
& \int_{\Omega}|\nabla u(x)|^{p-2} \nabla u(x) \cdot \nabla(v(x)-u(x)) d x \\
& \quad+\int_{\Omega} q(x)|u(x)|^{p-2} u(x)(v(x)-u(x)) d x \\
& \quad+\lambda \int_{\Omega} \alpha(x) F^{\circ}(u(x) ; v(x)-u(x)) d x \\
& \quad+\mu \int_{\partial \Omega} \beta(x) G^{\circ}(\gamma u(x) ; \gamma v(x)-\gamma u(x)) d \sigma \geq 0 \quad \text { for all } v \in K
\end{aligned}
$$

This proves that $u=u_{1}$ is a solution of our problem (1.1). The same calculations can be done for $u_{2}$, respectively $u_{3}$, which completes the proof of the theorem.

Let us give a simple example to Theorem 3.1.
Example 3.2. Let $N<p \leq 11$, let $K$ be a closed convex subset of $W^{1, p}(\Omega)$ with $2 \in K$ and let $q(x) \equiv \frac{1}{c^{p}|\Omega|}$ for all $x \in \Omega$. We define the function $f: \mathbb{R} \rightarrow \mathbb{R}$ by

$$
f(t)= \begin{cases}2 e^{-t^{2}} t & \text { if } t<-1 \text { and } t>2 \\ -2 e^{-t^{2}} t^{17}\left(9-t^{2}\right)-1 & \text { if }-1 \leq t \leq 2\end{cases}
$$

Putting $a_{1}=1$ and $a_{2}=2$ we conclude

$$
\frac{\max _{|t| \leq a_{1}}[-F(t)]}{a_{1}^{p}}=\max _{|t| \leq 1}\left[e^{-t^{2}} t^{18}+t\right]=e^{-1}+1<\frac{e^{-2^{2}} 2^{18}+2}{2^{p}}=\frac{\left[-F\left(a_{2}\right)\right]}{a_{2}^{p}} .
$$

Hence, condition (H1) of Theorem 3.1 is satisfied and (H2) is obviously true. Let $g: \mathbb{R} \rightarrow \mathbb{R}$ be defined by

$$
g(t)= \begin{cases}-t^{q} & \text { if } t \leq 0 \\ -2 t^{q} & \text { if } t>0\end{cases}
$$

with $q<p-1$. Then, assumption (H3) is also fulfilled. The application of Theorem 3.1 yields the existence of three nontrivial solutions to (1.1).

Let us now show a special version of Theorem 3.1 when $K$ is a ball. First, we show that every solution of (1.1) is non-negative provided the functions $f$ and $g$ are non-positive along with the assumption that the closed convex set $K$ has partially lattice structure.

Proposition 3.3. Let $p>N$ and assume that $f(t) \leq 0$ and $g(t) \leq 0$ for almost all $t \in \mathbb{R}$. Let $u \in K$ be a solution of (1.1) such that $u^{+}=\max \{u, 0\} \in K$. Then, $u(x) \geq 0$ for all $x \in \Omega$.

Proof. Let $u \in K \subset W^{1, p}(\Omega)$ be a solution of (1.1). Since $f$ and $g$ are nonpositive, it is clear that $F$ and $G$ are non-increasing. Hence, we have $F^{\circ}(\xi ; \eta-$ $\xi) \leq 0$ and $G^{\circ}(\xi ; \eta-\xi) \leq 0$ for all $\xi, \eta \in \mathbb{R}$ satisfying $\eta-\xi \geq 0$. Therefore, for all $v \in K$ such that $v(x)-u(x) \geq 0$ for all $x \in \Omega$, it follows

$$
\begin{aligned}
\int_{\Omega} \lambda \alpha(x) F^{\circ}(u(x) ; v(x)-u(x)) d x & \leq 0 \\
\int_{\Gamma} \mu \beta(x) G^{\circ}(\gamma u(x) ; \gamma v(x)-\gamma u(x)) d \sigma & \leq 0 .
\end{aligned}
$$

Applying this to (1.1) yields

$$
\begin{aligned}
\int_{\Omega}|\nabla u(x)|^{p-2} \nabla u(x) \cdot \nabla(v(x)- & u(x)) d x \\
& +\int_{\Omega} q(x)|u(x)|^{p-2} u(x)(v(x)-u(x)) d x \geq 0
\end{aligned}
$$

for all $v \in K$ such that $v(x)-u(x) \geq 0$ for all $x \in \Omega$.
Now, let $A:=\{x \in \Omega: u(x)<0\}$. Since $u^{+}(x) \geq u(x)$ for all $x \in \Omega$ and thanks to $u^{+} \in K$, we may choose $v=u^{+} \in K$ as test function to derive

$$
-\int_{A}|\nabla(u(x))|^{p} d x-\int_{A} q(x)|u(x)|^{p} d x \geq 0
$$

meaning $\|u\|_{W^{1, p}(A)} \leq 0$. This proves the non-negativity of $u$
Remark 3.4. Note that if $K$ is the ball $B(0, M)$ with center 0 and radius $M>0$ it clearly holds $u^{+} \in K$ which can be easily seen from the estimate $\left|u^{+}(x)\right| \leq|u(x)|$ for all $x \in \Omega$.

Next, suppose the existence of three positive constants $a_{1}, a_{2}$, and $a_{3}$ such that

$$
\frac{\left[-F\left(a_{1}\right)\right]}{a_{1}^{p}}<\frac{2}{3 c^{p}\|q\|_{L^{1}(\Omega)}} \frac{\left[-F\left(a_{2}\right)\right]}{a_{2}^{p}}, \quad \frac{\left[-F\left(a_{3}\right)\right]}{a_{3}^{p}}<\frac{1}{3 c^{p}\|q\|_{L^{1}(\Omega)}} \frac{\left[-F\left(a_{2}\right)\right]}{a_{2}^{p}} .
$$

Taking

$$
\begin{align*}
\Lambda= & \frac{3\|q\|_{L^{1}(\Omega)}}{2 p\|\alpha\|_{L^{1}(\Omega)}} \frac{a_{2}^{p}}{\left[-F\left(a_{2}\right)\right]},  \tag{3.13}\\
& \min \left\{\frac{1}{p c^{p}\|\alpha\|_{L^{1}(\Omega)}} \frac{a_{1}^{p}}{\left[-F\left(a_{1}\right)\right]}, \frac{1}{p c^{p}\|\alpha\|_{L^{1}(\Omega)}} \frac{a_{3}^{p}}{2\left[-F\left(a_{3}\right)\right]}\right\}[
\end{align*}
$$

we see that $\Lambda$ is non-empty. Let $\lambda \in \Lambda$ and put the number

$$
\begin{equation*}
\delta=\min \left\{\frac{a_{1}^{p}-\lambda p c^{p}\|\alpha\|_{L^{1}(\Omega)}\left[-F\left(a_{1}\right)\right]}{p c^{p}\|\beta\|_{L^{1}(\Gamma)}\left[-G\left(a_{1}\right)\right]}, \frac{a_{3}^{p}-\lambda 2 p c^{p}\|\alpha\|_{L^{1}(\Omega)}\left[-F\left(a_{3}\right)\right]}{2 p c^{p}\|\beta\|_{L^{1}(\Gamma)}\left[-G\left(a_{3}\right)\right]}\right\} \tag{3.14}
\end{equation*}
$$

which is obviously positive. If $K$ is the ball $B(0, M)$, we have the following result.

Theorem 3.5. Let $K=B(0, M)$ and let $\alpha \in L^{1}(\Omega), \beta \in L^{1}(\Gamma)$ be two nonnegative and non-zero functions. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be a locally essentially bounded function such that $f(t) \leq 0$ for almost all $t \in \mathbb{R}$. Put $F(\xi)=\int_{0}^{\xi} f(t) d t$ for every $\xi \in \mathbb{R}$ and suppose that
(H1) $\frac{\left[-F\left(a_{1}\right)\right]}{a_{1}^{p}}<\frac{2}{3 c^{p}\|q\|_{L^{1}(\Omega)}} \frac{\left[-F\left(a_{2}\right)\right]}{a_{2}^{p}} ;$
(H2) $\frac{\left[-F\left(a_{3}\right)\right]}{a_{3}^{p}}<\frac{1}{3 c^{p}\|q\|_{L^{1}(\Omega)}} \frac{\left[-F\left(a_{2}\right)\right]}{a_{2}^{p}}$,
with positive constants $a_{1}, a_{2}$ and $a_{3}$ satisfying

$$
\begin{equation*}
2^{1 / p} a_{1}<c\|q\|_{L^{1}(\Omega)}^{1 / p} a_{2}<\frac{1}{2^{1 / p}} a_{3} \tag{3.15}
\end{equation*}
$$

with $a_{2} \in K$ and $a_{3} \leq c\|q\|_{L^{1}(\Omega)}^{1 / p} M$. Then, for each $\lambda \in \Lambda$, where $\Lambda$ is defined in (3.13), and for each locally essentially bounded function $g: \mathbb{R} \rightarrow \mathbb{R}$ such that $g(t) \leq 0$ for almost all $x \in \mathbb{R}$ and with $G(\xi):=\int_{0}^{\xi} g(t) d t$ for every $\xi \in \mathbb{R}$, there exists $\delta>0$ given by (3.14) such that for each $\mu \in[0, \delta[$, problem (1.1) has at least three distinct solutions $u_{i}(i=1,2,3)$ satisfying $0 \leq u_{i}(x)<a_{3}$ for all $x \in \Omega$ and all $i \in\{1,2,3\}$.

Proof. The ideas of the proof are mainly based on the proof of Theorem 3.1 with the difference that we want to apply Theorem 2.2 instead of Theorem 2.1. Let $\Phi, j, \Upsilon, \Psi$ and $J_{\lambda}$ as in the proof of Theorem 3.1 and let $r_{1}=\frac{1}{p}\left(\frac{a_{1}}{c}\right)^{p}$. Then we conclude

$$
\frac{\sup _{u \in \Phi^{-1}(]-\infty, r_{1}[)} \Upsilon(u)}{r_{1}} \leq p c^{p}\|\alpha\|_{L^{1}(\Omega)} \frac{\left[-F\left(a_{1}\right)\right]}{a_{1}^{p}}+p c^{p} \frac{\mu}{\lambda}\|\beta\|_{L^{1}(\Gamma)} \frac{\left[-G\left(a_{1}\right)\right]}{a_{1}^{p}}
$$

On the other side, for $r_{2}=\frac{1}{p}\left(\frac{a_{3}}{c}\right)^{p}$ we obtain

$$
\frac{\sup _{u \in \Phi^{-1}(]-\infty, r_{2}[)} \Upsilon(u)}{r_{2}} \leq p c^{p}\|\alpha\|_{L^{1}(\Omega)} \frac{\left[-F\left(a_{3}\right)\right]}{a_{3}^{p}}+p c^{p} \frac{\mu}{\lambda}\|\beta\|_{L^{1}(\Gamma)} \frac{\left[-G\left(a_{3}\right)\right]}{a_{3}^{p}}
$$

By assumption we have $\mu<\delta$ which results in

$$
\mu<\frac{a_{1}^{p}-\lambda p c^{p}\|\alpha\|_{L^{1}(\Omega)}\left[-F\left(a_{1}\right)\right]}{p c^{p}\|\beta\|_{L^{1}(\Gamma)}\left[-G\left(a_{1}\right)\right]} \quad \text { and } \quad \mu<\frac{a_{3}^{p}-\lambda 2 p c^{p}\|\alpha\|_{L^{1}(\Omega)}\left[-F\left(a_{3}\right)\right]}{2 p c^{p}\|\beta\|_{L^{1}(\Gamma)}\left[-G\left(a_{3}\right)\right]}
$$

Combining these estimates above yields

$$
\begin{equation*}
\sup _{u \in \Phi^{-1}(]-\infty, r_{1}[)}^{r_{1}}<\frac{\sup ^{2}(u)}{\lambda} \quad \text { and } \quad \frac{u^{u \in \Phi^{-1}(]-\infty, r_{2}[)}}{r_{2} / 2}<\frac{1}{\lambda} . \tag{3.16}
\end{equation*}
$$

We observe that

$$
\frac{\Upsilon\left(a_{2}\right)}{\Phi\left(a_{2}\right)} \geq \frac{p\|\alpha\|_{L^{1}(\Omega)}}{\|q\|_{L^{1}(\Omega)}} \frac{\left[-F\left(a_{2}\right)\right]}{a_{2}^{p}}
$$

Furthermore, since $\lambda \in \Lambda$, we have

$$
\frac{3\|q\|_{L^{1}(\Omega)}}{2 p\|\alpha\|_{L^{1}(\Omega)}} \frac{a_{2}^{p}}{\left[-F\left(a_{2}\right)\right]}<\lambda .
$$

Hence, it follows

$$
\begin{equation*}
\frac{2}{3} \frac{\Upsilon\left(a_{2}\right)}{\Phi\left(a_{2}\right)}>\frac{1}{\lambda} \tag{3.17}
\end{equation*}
$$

Now, we see that from (3.16) and (3.17) the estimates in (2.7) and (2.8), respectively, are satisfied. Taking into account (3.15) a simple calculation leads to

$$
2 r_{1}<\Phi\left(a_{2}\right)<\frac{r_{2}}{2}
$$

Let $u \in \partial K$, then, due to $a_{3} \leq c\|q\|_{L^{1}(\Omega)}^{1 / p} M$, we have

$$
\Phi(u)=\frac{1}{p} M^{p}\|q\|_{L^{1}(\Omega)} \geq \frac{1}{p}\left(\frac{a_{3}}{c}\right)^{p}=r_{2}
$$

Now we may apply Theorem 2.2 obtaining the existence of three distinct critical points $u_{i} \in K(i=1,2,3)$ of $J_{\lambda}$ satisfying $\Phi\left(u_{i}\right)<r_{2}$ for all $x \in \Omega$ and $i=1,2,3$. Similar to the proof of Theorem 3.1 it can be easily shown that these critical points are solutions of our original problem (1.1). Thanks to Proposition 3.3 and Remark 3.4 we conclude that these solutions are non-negative and owing to the embedding $W^{1, p}(\Omega) \hookrightarrow C(\bar{\Omega})$, we see that $u_{i}(x)<a_{3}$ is satisfied for all $x \in \Omega$ and for $i=1,2,3$. This completes the proof of the theorem.

We close this section with an application of Theorem 3.5.
Example 3.6. Let $p>N$ with $p \geq 2$ and denote by $K=B(0, M)$ the ball with center zero and radius $M \geq 4$ while $q(x) \equiv \frac{1}{c^{p}|\Omega|}$ for all $x \in \Omega$. Further, let $g: \mathbb{R} \rightarrow \mathbb{R}$ be a non-positive, locally essentially bounded function and let $f: \mathbb{R} \rightarrow \mathbb{R}$ be defined through

$$
f(t)= \begin{cases}-h(t) & \text { if } t<0 \text { and } t \geq 4 \\ -1 & \text { if } 0 \leq t<1 \text { and } 2 \leq t<4 \\ -3 \cdot 2^{2 p} t^{2} & \text { if } 1 \leq t<2\end{cases}
$$

with a non-negative, locally essentially bounded function $h: \mathbb{R} \rightarrow \mathbb{R}$. Put $a_{1}=1$, $a_{2}=2, a_{3}=4$, then we have

$$
2^{1 / p} a_{1}<c\|q\|_{L^{1}(\Omega)}^{1 / p} a_{2}<\frac{1}{2^{1 / p}} a_{3}, \quad a_{3} \leq c\|q\|_{L^{1}(\Omega)}^{1 / p} M \quad \text { and } \quad a_{2} \in K
$$

A simple calculation shows

$$
\begin{aligned}
& \frac{\left[-F\left(a_{1}\right)\right]}{a_{1}^{p}}=\frac{-\int_{0}^{a_{1}}-1 d t}{a_{1}^{p}}=a_{1}=1 \\
& \begin{aligned}
\frac{\left[-F\left(a_{2}\right)\right]}{a_{2}^{p}} & =\frac{\int_{0}^{a_{1}} 1 d t+\int_{a_{1}}^{a_{2}} 3 \cdot 2^{2 p} t^{2} d t}{a_{2}^{p}}=\frac{1+2^{2 p}\left(2^{3}-1\right)}{2^{p}}=7 \cdot 2^{p}+2^{-p} \\
\frac{\left[-F\left(a_{3}\right)\right]}{a_{3}^{p}} & =\frac{\int_{0}^{a_{1}} 1 d t+\int_{a_{1}}^{a_{2}} 3 \cdot 2^{2 p} t^{2} d t+\int_{a_{2}}^{a_{3}} 1 d t}{a_{3}^{p}} \\
& =\frac{1+2^{2 p}\left(2^{3}-1\right)+(4-2)}{4^{p}}=2^{-2 p}+9
\end{aligned}
\end{aligned}
$$

Hence, due to $p \geq 2$, it results in

$$
\begin{aligned}
& \frac{\left[-F\left(a_{1}\right)\right]}{a_{1}^{p}}=1<\frac{14}{3} 2^{p}+\frac{2}{3} 2^{-p}=\frac{2}{3} \frac{\left[-F\left(a_{2}\right)\right]}{a_{2}^{p}} \\
& \frac{\left[-F\left(a_{3}\right)\right]}{a_{3}^{p}}=2^{-2 p}+9<\frac{7}{3} \cdot 2^{p}+\frac{1}{3} 2^{-p}=\frac{1}{3} \frac{\left[-F\left(a_{2}\right)\right]}{a_{2}^{p}}
\end{aligned}
$$

Now we may apply Theorem 3.5 to obtain the existence of three distinct solutions $u_{i}(i=1,2,3)$ to problem (1.1) which are bounded through $0 \leq u_{i}(x)<4$ for $i=1,2,3$.

## 4. The case $p \leq N$

In this section we study the case $p \leq N$. From now on it is supposed that $\alpha \in L^{\infty}(\Omega), \beta \in L^{\infty}(\Gamma)$ and there exist constants $b_{1}, b_{2} \geq 0$ such that

$$
\begin{equation*}
|f(t)| \leq b_{1}+b_{2}|t|^{s-1} \tag{4.1}
\end{equation*}
$$

for all $t \in \mathbb{R}$ while $s \in] 1, N p /(N-p)[$ if $p<N$ as well as $s \in] 1,+\infty[$ if $p=N$. Thanks to the Sobolev embedding and the trace embedding there are positive constants $c_{s}$ and $C$ satisfying

$$
\begin{equation*}
\|u\|_{L^{s}(\Omega)} \leq c_{s}\|u\|_{W^{1, p}(\Omega)}, \quad\|u\|_{L^{p}(\Gamma)} \leq C\|u\|_{W^{1, p}(\Omega)} \tag{4.2}
\end{equation*}
$$

for all $u \in W^{1, p}(\Omega)$. Applying the constants $b_{1}, b_{2}$ from (4.1) along with the constants $c_{1}$ and $c_{s}$ in (4.2) we put

$$
\begin{equation*}
K_{1}:=\|\alpha\|_{L^{\infty}(\Omega)} b_{1} c_{1} p^{1 / p}, \quad K_{2}:=\|\alpha\|_{L^{\infty}(\Omega)} b_{2} c_{s}^{s} \frac{p^{s / p}}{s} \tag{4.3}
\end{equation*}
$$

Now we assume there are two constants $a_{1}, a_{2}>0$ fulfilling $a_{1}<\left(\frac{\|q\|_{L^{1}(\Omega)}}{p}\right)^{1 / p} a_{2}$ with $a_{2} \in K$ such that

$$
\begin{equation*}
K_{1} \frac{1}{a_{1}^{p-1}}+K_{2} a_{1}^{s-p}<\frac{p\|\alpha\|_{L^{1}(\Omega)}}{\|q\|_{L^{1}(\Omega)}} \frac{\left[-F\left(a_{2}\right)\right]}{a_{2}^{p}} \tag{4.4}
\end{equation*}
$$

Due to (4.4) we see at once that

$$
\widetilde{\Lambda}:=] \frac{\|q\|_{L^{1}(\Omega)}}{p\|\alpha\|_{L^{1}(\Omega)}} \frac{a_{2}^{p}}{\left[-F\left(a_{2}\right)\right]}, \frac{1}{K_{1} \frac{1}{a_{1}^{p-1}}+K_{2} a_{1}^{s-p}}[
$$

is non-empty. Furthermore, let $g: \mathbb{R} \rightarrow \mathbb{R}$ be a locally essentially bounded function and set $G(\xi)=\int_{0}^{\xi} g(t) d t$ for $\xi \in \mathbb{R}$. We suppose that

$$
[-G(\xi)] \leq b_{3}|\xi|^{p}
$$

for all $\xi \in \mathbb{R}$ with $b_{3}$ being a non-negative constant. Similar to the case $p>N$ we put

$$
\begin{align*}
& \delta:=\min \left\{\frac{1-\lambda\left(K_{1} \frac{1}{a_{1}^{p-1}}+K_{2} a_{1}^{s-p}\right)}{\|\beta\|_{L^{\infty}(\Gamma)} b_{3} C^{p} p}, \frac{1-\lambda\left(\frac{p\|\alpha\|_{L^{1}(\Omega)}}{\|q\|_{L^{1}(\Omega)}} \frac{\left[-F\left(a_{2}\right)\right]}{a_{2}^{p}}\right)}{\frac{p\|\beta\|_{L^{1}(\Gamma)}}{\|q\|_{L^{1}(\Omega)}} \frac{\min \left\{0,-G\left(a_{2}\right)\right\}}{a_{2}^{p}}}\right\},  \tag{4.5}\\
& \widetilde{\delta}=\frac{1}{\max \left\{\|\alpha\|_{L^{\infty}(\Omega)},\|\beta\|_{\left.L^{\infty}(\Gamma)\right\}}\right\} c_{p}^{p} b_{3}}, \\
& \bar{\delta}:=\min \{\delta, \widetilde{\delta}\},
\end{align*}
$$

with $\lambda \in \widetilde{\Lambda}$.
Now we can formulate the main result in this section.
THEOREM 4.1. Let $\alpha \in L^{\infty}(\Omega), \beta \in L^{\infty}(\Gamma)$ be two non-negative, non-zero functions and let $f: \mathbb{R} \rightarrow \mathbb{R}$ be a locally essentially bounded function satisfying the subcritical growth in (4.1). Put $F(\xi)=\int_{0}^{\xi} f(t) d t$ for all $\xi \in \mathbb{R}$ and suppose that
(H1) $K_{1} \frac{1}{a_{1}^{p-1}}+K_{2} a_{1}^{s-p}<\frac{p\|\alpha\|_{L^{1}(\Omega)}}{\|q\|_{L^{1}(\Omega)}} \frac{\left[-F\left(a_{2}\right)\right]}{a_{2}^{p}}$ with positive constants $a_{1}, a_{2}$ satisfying $a_{1}<\left(\|q\|_{L^{1}(\Omega)} / p\right)^{1 / p} a_{2}$ and $a_{2} \in K ;$
(H2) $\limsup _{|\xi| \rightarrow+\infty} \frac{[-F(\xi)]}{|\xi|^{p}} \leq 0$.
Then, for each $\lambda \in \widetilde{\lambda}$ and for each locally essentially bounded function $g: \mathbb{R} \rightarrow \mathbb{R}$ whose potential $G(\xi)=\int_{0}^{\xi} g(t) d t, \xi \in \mathbb{R}$, fulfills
(H3) $[-G(\xi)] \leq b_{3}|\xi|^{p}$ for all $\xi \in \mathbb{R}$ with $b_{3}$ being non-negative,
there exists $\bar{\delta}$ stated in (4.5) such that, for each $\mu \in[0, \bar{\delta}[$, problem (1.1) possesses at least three distinct solutions.

Proof. Similar to the proof of Theorem 3.1 we are going to apply Theorem 2.1 getting the assertion. Let $\lambda, \mu$ and $g$ be fixed satisfying the assumptions and as before, let $X:=W^{1, p}(\Omega)$ be endowed with the norm $\|\cdot\|_{W^{1, p}(\Omega)}$ given in (2.9). Now, we set again, for any $u \in X$,

$$
\begin{aligned}
& \Phi(u):=\frac{1}{p}\|u\|_{W^{1, p}(\Omega)}^{p}, \quad j(u):= \begin{cases}0 & \text { if } u \in K, \\
+\infty & \text { otherwise },\end{cases} \\
& \Upsilon(u):=\int_{\Omega} \alpha(x)[-F(u(x))] d x+\frac{\mu}{\lambda} \int_{\Gamma} \beta(x)[-G(\gamma u(x)] d \sigma, \\
& \Psi(u):=\Upsilon(u)-j(u), \quad J_{\lambda}(u):=\Phi(u)-\lambda \Psi(u)
\end{aligned}
$$

leading to

$$
\begin{aligned}
J_{\lambda}(u)= & \frac{1}{p}\|u\|_{W^{1, p}(\Omega)}^{p}-\lambda \int_{\Omega} \alpha(x)[-F(u(x))] d x \\
& -\mu \int_{\Gamma} \beta(x)[-G(\gamma u(x)] d \sigma+\lambda j(u)
\end{aligned}
$$

First, we observe that $\varphi_{1}(r) \leq(1 / r) \sup _{\Phi(u)<r} \Upsilon(u)$. With the aid of assumption (H3) along with the subcritical growth on $f$ and the embeddings in (4.2), we may estimate $\Upsilon$ through

$$
\begin{aligned}
\Upsilon(u)= & \int_{\Omega} \alpha(x)[-F(u(x))] d x+\frac{\mu}{\lambda} \int_{\Gamma} \beta(x)[-G(\gamma u(x)] d \sigma \\
\leq & \|\alpha\|_{L^{\infty}(\Omega)} b_{1}\|u\|_{L^{1}(\Omega)}+\|\alpha\|_{L^{\infty}(\Omega)} \frac{b_{2}}{s}\|u\|_{L^{s}(\Omega)}^{s}+\frac{\mu}{\lambda}\|\beta\|_{L^{\infty}(\Gamma)} b_{3}\|\gamma u\|_{L^{p}(\Gamma)}^{p} \\
\leq & \|\alpha\|_{L^{\infty}(\Omega)} b_{1} c_{1}\|u\|_{W^{1, p}(\Omega)}+\|\alpha\|_{L^{\infty}(\Omega)} \frac{b_{2}}{s} c_{s}^{s}\|u\|_{W^{1, p}(\Omega)}^{s} \\
& +\frac{\mu}{\lambda}\|\beta\|_{L^{\infty}(\Gamma)} b_{3} C^{p}\|u\|_{W^{1, p}(\Omega)}^{p} \\
\leq & \frac{K_{1}}{p^{1 / p}}\|u\|_{W^{1, p}(\Omega)}+\frac{K_{2}}{p^{s / p}}\|u\|_{W^{1, p}(\Omega)}^{s}+\frac{\mu}{\lambda}\|\beta\|_{L^{\infty}(\Gamma)} b_{3} C^{p}\|u\|_{W^{1, p}(\Omega)}^{p} .
\end{aligned}
$$

Since $\Phi(u)<r$ is equivalent to $\|u\|_{W^{1, p}(\Omega)}<(p r)^{1 / p}$, we obtain, by setting $r=a_{1}^{p}$,

$$
\begin{aligned}
\varphi_{1}(r) & \leq \frac{K_{1} r^{1 / p}+K_{2} r^{s / p}+\frac{\mu}{\lambda}\|\beta\|_{L^{\infty}(\Gamma)} b_{3} C^{p} r p}{r} \\
& =K_{1} \frac{1}{a_{1}^{p-1}}+K_{2} a_{1}^{s-p}+\frac{\mu}{\lambda}\|\beta\|_{L^{\infty}(\Gamma)} b_{3} C^{p} p
\end{aligned}
$$

On the other hand, we have

$$
\frac{\Psi\left(a_{2}\right)}{\Phi\left(a_{2}\right)} \geq \frac{p\|\alpha\|_{L^{1}(\Omega)}}{\|q\|_{L^{1}(\Omega)}} \frac{\left[-F\left(a_{2}\right)\right]}{a_{2}^{p}}+\frac{p\|\beta\|_{L^{1}(\Gamma)}}{\|q\|_{L^{1}(\Omega)}} \frac{\mu}{\lambda} \frac{\min \left\{0,-G\left(a_{2}\right)\right\}}{a_{2}^{p}}
$$

Then, since $\mu<\delta$, there holds

$$
\mu<\frac{1-\lambda\left(K_{1} \frac{1}{a_{1}^{p-1}}+K_{2} a_{1}^{s-p}\right)}{\|\beta\|_{L^{\infty}(\Gamma)} b_{3} C^{p} p} \text { and } \quad \mu<\frac{1-\lambda\left(\frac{p\|\alpha\|_{L^{1}(\Omega)}}{\|q\|_{L^{1}(\Omega)}} \frac{\left[-F\left(a_{2}\right)\right]}{a_{2}^{p}}\right)}{\frac{p\|\beta\|_{L^{1}(\Gamma)}}{\|q\|_{L^{1}(\Omega)}} \frac{\min \left\{0,-G\left(a_{2}\right)\right\}}{a_{2}^{p}}}
$$

This yields

$$
K_{1} \frac{1}{a_{1}^{p-1}}+K_{2} a_{1}^{s-p}+\frac{\mu}{\lambda}\|\beta\|_{L^{\infty}(\Gamma)} b_{3} C^{p} p<\frac{1}{\lambda}
$$

and

$$
\frac{p\|\alpha\|_{L^{1}(\Omega)}}{\|q\|_{L^{1}(\Omega)}} \frac{\left[-F\left(a_{2}\right)\right]}{a_{2}^{p}}+\frac{p\|\beta\|_{L^{1}(\Gamma)}}{\|q\|_{L^{1}(\Omega)}} \frac{\mu}{\lambda} \frac{\min \left\{0,-G\left(a_{2}\right)\right\}}{a_{2}^{p}}>\frac{1}{\lambda} .
$$

Finally, from the estimates above, we conclude

$$
\varphi_{1}(r)<\frac{1}{\lambda}<\frac{\Psi\left(a_{2}\right)}{\Phi\left(a_{2}\right)}
$$

As already mentioned in the proof of Theorem 3.1, it holds, in particular,

$$
\frac{\sup _{\Phi(x)<r} \Psi(x)}{r} \leq \frac{\sup _{\Phi(x) \leq r} \Psi(x)}{r}<\frac{\Psi\left(a_{2}\right)}{\Phi\left(a_{2}\right)}, \quad 0<r<\Phi\left(a_{2}\right)
$$

Thus, we derive

$$
\varphi_{2}(r) \geq \frac{\Psi\left(a_{2}\right)-\sup _{\Phi(x) \leq r} \Psi(x)}{\Phi\left(a_{2}\right)-r} \geq \frac{\Psi\left(a_{2}\right)-r \frac{\Psi\left(a_{2}\right)}{\Phi\left(a_{2}\right)}}{\Phi\left(a_{2}\right)-r}=\frac{\Psi\left(a_{2}\right)}{\Phi\left(a_{2}\right)}
$$

Combining these estimates yields

$$
\varphi_{1}(r)<\frac{1}{\lambda}<\varphi_{2}(r)
$$

Finally, we note that the functional $J_{\lambda}$ is coercive and satisfies the Palais-Smale condition (cf. the proof of Theorem 3.1). Hence, the assumptions of Theorem 2.1 are satisfied which ensures the existence of three distinct critical points of $J_{\lambda}$. That these critical points are solutions of (1.1) can be shown using the same arguments as in the end of the proof of Theorem 3.1. That finishes the proof of the theorem.

We conclude with an application of Theorem 4.1.
Example 4.2. Let $m$ be a positive constant specified later and let $s \in$ ]1, $N p /(N-p)$ [ if $p<N$ as well as $s \in] 1,+\infty[$ if $p=N$. We define the
functions $f: \mathbb{R} \rightarrow \mathbb{R}$ and $g: \mathbb{R} \rightarrow \mathbb{R}$ through

$$
\begin{align*}
& f(t)= \begin{cases}-\widetilde{C} & \text { if } t<0, \\
-1-|t|^{s-1} & \text { if } 0 \leq t \leq m, \\
-\frac{\left(1+m^{2}\right)\left(1+m^{s-1}\right)}{1+t^{2}} & \text { if } t>m,\end{cases}  \tag{4.6}\\
& g(t)= \begin{cases}-|t|^{p-1} & \text { if } t \leq 1, \\
-2|t|^{p-1} & \text { if } t>1,\end{cases}
\end{align*}
$$

with $\widetilde{C}$ being a positive constant. Hence, for every constant $m>0$, the mapping $f$ fulfills the subcritical growth in (4.1) with $b_{1}=\max \{1, \widetilde{C}\}$ and $b_{2}=1$. With the aid of these constants we define the numbers $K_{1}$ and $K_{2}$ as in (4.3). Now, fix $m$ such that

$$
\begin{equation*}
m>\max \left\{\left(\frac{p}{\|q\|_{L^{1}(\Omega)}}\right)^{1 / p},\left(s \frac{K_{1}+K_{2}}{p} \frac{\|q\|_{L^{1}(\Omega)}}{\|\alpha\|_{L^{1}(\Omega)}}\right)^{1 /(s-p)}\right\} \tag{4.7}
\end{equation*}
$$

Thanks to condition (4.7) it is clear that inequality

$$
1<\left(\frac{\|q\|_{L^{1}(\Omega)}}{p}\right)^{1 / p} m
$$

holds true. Moreover, we have

$$
\frac{-F(m)}{m^{p}}=\frac{m^{s-p}}{s}+\frac{1}{m^{p-1}}>\frac{K_{1}+K_{2}}{p} \frac{\|q\|_{L^{1}(\Omega)}}{\|\alpha\|_{L^{1}(\Omega)}}
$$

Setting $a_{1}=1$ and $a_{2}=m$ we see at once that condition (H1) in Theorem 4.1 is satisfied. Additionally, for $\xi_{1}>m$ and $\xi_{2}<0$, we point out that

$$
\begin{array}{ll}
\frac{\left[-F\left(\xi_{1}\right)\right]}{\left|\xi_{1}\right|^{p}}=\left(1+m^{2}\right)\left(1+m^{s-1}\right) \frac{\arctan \left(\xi_{1}\right)}{\left|\xi_{1}\right|^{p}} \rightarrow 0 & \text { as } \xi_{1} \rightarrow+\infty \\
\frac{\left[-F\left(\xi_{2}\right)\right]}{\left|\xi_{2}\right|^{p}}=\widetilde{C} \frac{\left|\xi_{2}\right|}{\left|\xi_{2}\right|^{p}} \rightarrow 0 & \text { as } \xi_{2} \rightarrow-\infty
\end{array}
$$

ensuring that (H2) is fulfilled as well. Since assumption (H3) holds for $b_{3}=2 / p$, Theorem 4.1 can be applied to problem (1.1) with the special data in (4.6) which yields the existence of three distinct solutions of (1.1).
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