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Abstract. The paper is devoted to local and global solvability and exis-

tence of a global attractor for an exemplary ’parabolic’ problem containing

fractional powers of the minus Laplace operator. We want to compare,
which properties of the similar semilinear heat equation are preserved when

we replace the pure minus Laplace operator by a fractional power of that

operator. Several useful technical tools and estimates are collected in that
paper.

1. Introduction

Our aim is to study a pseudodifferential equation having fractional power
of the minus Laplacian as a main part operator. Such equation describes the
process of anomalous diffusion that has been extensively studied in recent years
(see e.g. [4], [5], [15], [19], [24]) both in mathematical and in physical context.
The fractal diffusion has been used to describe various phenomena in statistical
mechanics, hydrodynamics, acoustics and biology. It also appears in nonlinear
models of interfacial growth which involve hopping and trapping effects.

Our task in the present paper is to provide mathematical analysis of equa-
tion (1.1) including existence, uniqueness and asymptotic behavior of solutions
both for the Dirichlet problem in bounded domain and for the Cauchy problem
in RN . More precisely, we will concentrate on the two ’difficult cases’; Cauchy’s

2010 Mathematics Subject Classification. 35S10, 35S15, 35B41, 35K58.

Key words and phrases. Fractal parabolic equation, fractional powers of sectorial operator,
monotone operator, global solution, global attractor.

463



464 T. Dlotko — M.B. Kania — Ch. Sun

problem in the whole of RN with a supercritical nonlinearity, and Dirichlet’s
problem in bounded domain when the nonlinearity is of critical growth. In Sec-
tion 2 we discuss local and global solvability of the considered problems. Sec-
tion 3 contains a number of useful tools and estimates suitable in further studies.
We recall there, from [16], [13], some estimates of the Kato–Beurling–Deny type
for the case of bounded domain and under the Balakrishnan definition of the
fractional powers of operators (see [25]). Corresponding estimates in the case
of RN , called Strook–Varopoulos inequalities, obtained under the Definition 3.6
of the fractional powers of (−∆) on RN , can be found in the review article [24].
We present also, in Section 3, variants of the Moser–Alikakos type estimates
(see [1]), both in bounded domain and in RN . Section 4 is devoted to existence
of the global attractor, in L2(RN ), for the case of Cauchy’s problem. We are
using there the ’tail estimate technique’ (see [33]). Technical tools and estimates
collected in Section 3 are strongly used throughout the whole text of the paper.

We refer to [7], [4], [5], [18], [19], [24] for more complete introduction to the
theory of equations with fractional powers of the Laplacian and for description
of the role of anomalous diffusion in physical phenomena.

Example 1.1. As a first example consider the fractal dissipative equation:

(1.1)

{
ut + (−∆)αu + f(u) + λu = g(x), t > 0, x ∈ RN ,

u(0, x) = u0(x), x ∈ RN ,

with λ > 0, α ∈ (0, 1) and N ≥ 3; where g ∈ L2(RN ) and the nonlinearity
f ∈ C1(R) satisfies the following conditions:

(1.2) ∃ 0 < c1, c2, k2 ∃ 0 < k1 < λ ∀s ∈ R

c1|s|p+1 − k1|s|2 ≤ f(s)s ≤ c2|s|p+1 + k2|s|2,

(1.3) ∃ l < λ ∀s ∈ R f ′(s) ≥ −l.

The exponent p ≥ 1 is arbitrary (compare [34] for similar supercritical prob-
lems). It is easy to see that with the above assumptions the function f will be
decomposed as:

f(s) = f1(s) + f2(s),

where f1(s) = f(s) + (k1 + λ)s and f2 = −(k1 + λ)s. Evidently f1 defines
a monotone operator since:

f ′1(s) ≥ −l + λ + k1 > 0 for all s ∈ R,

thanks to the assumption (1.3). Moreover, the function f2 is linear, hence glo-
bally Lipschitz.
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Example 1.2. As a second example consider the fractal dissipative equation:

(1.4)

{
ut + (−∆)αu + f(u) = g(x), t > 0, x ∈ Ω,

u(0, x) = u0(x), x ∈ Ω, u|∂Ω = 0

with α ∈ (0, 1) and N ≥ 3; where g ∈ H−α(Ω), and Ω ⊂ RN is a bounded
domain with smooth (at least of class C2) boundary. Moreover, we assume that

(1.5) lim inf
|s|→∞

f(s)
s

> −λ1,

and

(1.6) lim
|s|→∞

|f ′(s)|
|s|2αp/(N−αp)

= 0,

where λ1 is the first eigenvalue of (−∆)α in Ω with Dirichlet boundary condition.

2. The existence and uniqueness of solutions

2.1. Cauchy’s problem in RN . We start with considering the first exam-
ple (1.1). We will prove local solvability of that problem following the approach
of [9]. The solution will be obtained in the phase space Hα(RN ) ∩ Lp+1(RN ).
The ’abstract’ operator A on Hα(RN ) ∩ Lp+1(RN ), α ∈ (0, 1), will correspond
to differential operator (−∆)αu + f1(u) + λu.

An abstract problem with monotone operator

(2.1)
du(t)

dt
+ A(u(t)) + B(u(t)) = 0, t > 0,

u(0) = u0 ∈ H,

was considered in [9]. We formulate:

Definition 2.1. A function u ∈ C([0, T ];H) is a strong solution to (2.1) if
u is absolutely continuous in any compact subinterval of (0, T ), u(t) ∈ D(AH)
for almost all t ∈ (0, T ) and

du

dt
(t) + A(u(t)) + B(u(t)) = 0 for a.a. t ∈ (0, T ).

A function u ∈ C([0, T ];H) is called a weak solution to (2.1) if there is a sequence
{un} of strong solutions convergent to u in C([0, T ];H).

It was assumed there that:

(H1) (i) H is a Hilbert space and V is a reflexive Banach space such that
V ⊂ H ⊂ V ∗, with continuous inclusions. Moreover, V is dense
in H.

(ii) A is a nonlinear, monotone, coercive and hemicontinuous operator
such that A:V → V ∗ (defined on the whole of V ).
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(iii) The operator B(u) (where u ∈ H) is globally Lipschitz from H

into H.

Remark 2.2. In [9] to obtain density of the domain of A in H the condition
(H2) was also assumed. In the present paper such a density is evident, so that
we call (H2) for completeness of the presentation.

(H2) There are constants ω1, ω2 > 0, c1 ∈ R and P ≥ 2 such that for all
v ∈ V the following two conditions hold:

(2.2) 〈Av, v〉V ∗,V ≥ ω1‖v‖P
V + c1, ‖Av‖V ∗ ≤ ω2(1 + ‖v‖P−1

V ).

Recall, [20], that the operator A:V → V ∗ is called:

• monotone, if for arbitrary u, v ∈ V

〈Au−Av, u− v〉V ∗,V ≥ 0.

• coercive, if

lim
‖v‖V →+∞

〈Av, v〉V ∗,V

‖v‖V
= +∞.

• hemicontinuous, if for arbitrary fixed u, v, h ∈ V the real function

s → 〈A(u + sv), h〉V ∗,V is continuous on [0, 1].

With the above assumption (H1) existence of a solution was shown in [9] (see
also [6]). More precisely, we quote:

Proposition 2.3. Denote D(AH) := {v ∈ V : A(v) ∈ H}. Then, under
the assumptions (H1)(i), (ii) and (H2) the set D(AH) is dense in H. More-
over, under the sole hypotheses (H1), the equation (2.1) defines a semigroup of
nonlinear operators S(t): clH(D(AH)) → clH(D(AH)), t ≥ 0, where for each
u0 ∈ clH(D(AH))

t → S(t)u0

is the global weak solution of (2.1) starting at u0. This semigroup is such that

R+ × clH(D(AH)) 3 (t, u0) → S(t)u0 ∈ clH(D(AH))

is a continuous map. Moreover, for u0 ∈ D(AH), u( · ) = S( · )u0 is a Lipschitz
continuous strong solution of (2.1).

We are now ready to apply the quoted above result to our present prob-
lem (1.1). Setting:

H = L2(RN ), V = Hα(RN ) ∩ Lp+1(RN ),

A(u) = (−∆)αu + f1(u) + λu,

B(u) = f2(u)− g( · ),

validity of the condition (H1) in that case will be checked next.
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First note, that the space V is reflexive thanks to the equality (Hα(RN ) ∩
Lp+1(RN ))∗∗ = Hα(RN ) ∩ Lp+1(RN ) (see [20], Theorem 5.13). The operator A

is connected with the duality form

〈A(u), v〉V ∗,V =
∫

RN

(−∆)α/2u(−∆)α/2v dx +
∫

RN

(f1(u) + λu)v dx, u, v ∈ V.

Since f1 defines a monotone operator it is evident that the operator A is mono-
tone itself. Moreover, the operator A is coercive and hemicontinuous. Indeed,
thanks to (1.2) and the Young inequality, we have

〈A(v), v〉V ∗,V ≥ cλ‖v‖2
Hα(RN ) +

∫
RN

f1(v)v dx

≥ cλ‖v‖2
Hα(RN ) + c1‖v‖p+1

Lp+1(RN )

≥ c(‖v‖2
Hα(RN ) + ‖v‖2

Lp+1(RN ) − 1)

≥ c‖v‖2
V − c =

c‖v‖2
V − c

‖v‖V
‖v‖V ,

where cλ is a constant appearing in the equivalent norm:

cλ‖u‖2
Hα(RN ) ≤ ‖(−∆)α/2u‖2

L2(RN ) + λ‖u‖2
L2(Rn) for all u ∈ Hα(RN ).

Recall next that the norm in the dual space V ∗ = H−α(RN ) + L(p+1)/p(RN ) is
given by the formula:

‖z‖V ∗ = inf
x∈H−α(RN ),

y∈L(p+1)/p(RN ),
z=x+y

max(‖x‖H−α(RN ), ‖y‖L(p+1)/p(RN )).

Note that in our case we have the characterizations: D((−∆)α/2) = Hα(RN ),
and under the assumption (1.2) the domain of the Nemitskĭi operator connected
to f1 contains Lp+1(RN ). Consequently, the domain of the whole operator A

contains Hα(RN ) ∩ Lp+1(RN ) and is dense in H = L2(RN ).

Corollary 2.4. As a consequence of the Proposition 2.3 we conclude exis-
tence of a solution to (1.1). More precisely, for u0 ∈ D(AH) = {v ∈ Hα(RN ) ∩
Lp+1(RN );A(v) ∈ L2(RN )}, the corresponding to u0 weak solution u(t) satisfies:

u(t) ∈ C((0, T );L2(RN )) for all T > 0.

Moreover, since u0 ∈ D(AH) then u(t) is in fact a strong solution to (1.1); it is
absolutely continuous in any compact subinterval of (0, T ), u(t) ∈ D(AH) and
(1.1) is fulfilled in L2(RN ) for almost all t ∈ (0, T ).

Remark 2.5. The assumption of the global Lipschitz continuity of the func-
tion f2 will be weakened if one uses the results of [11] instead of [9].
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2.2. More regular solutions in RN . Analogously as in the theory of
second order parabolic equations, if we consider the problem (1.1) on a smaller
phase space, then it will not be critical anymore and can be treated within
the classical approach of [22]. Consider thus the Cauchy problem (1.1) with
nonlinearity f : R → R locally Lipschitz continuous, g ∈ L∞(RN ) ∩ L2(RN ) in
the phase space Hβ

p+1(RN ), with 2α > β > N/(p + 1). Because of the last
restriction on β and p it is seen that Hβ

p+1(RN ) ⊂ L∞(RN ).
In the base space X = Lp+1(RN ) consider the Xβ/(2α)-solution to (1.1) in

a sense of [22]. Sectoriality of the realization of (−∆)α in that case follows from
the known sectoriality of (−∆) alone (see [22, p. 33]) and Proposition 2.11. To
get the Xβ/(2α)-solution it is thus enough to check that the ’nonlinear term’

F (v) = −f(v)− λv + g( · ),

is Lipschitz continuous on bounded sets as a map from Xβ/(2α) to X. But the last
property is evident thanks to the embedding Xβ/(2α) ⊂ L∞(RN ) and the local
Lipschitz continuity of the real function f . The solution obtained vary continu-
ously in Xβ/(2α), so also in L∞(RN ). As usual, to show global in time extendibil-
ity of the Xβ/(2α)-local solution, we need first to get a priori estimate of it in an
auxiliary Banach space. In our case we choose Y = L∞(RN ) ∩ Lp+1(RN ). Note
that the a priori estimate in that space is a direct consequence of the estimate
(3.15) and the Moser–Alikakos estimates (compare [1], [12, p. 213]) presented in
Subsection 3.2 ((3.13)). Next, we show that the subordination condition for the
nonlinear term holds. Note that as a direct consequence of the assumption (1.2)
we get

(2.3) ∃ c3 > 0 ∀s ∈ R |f(s)| ≤ c3(|s|p + |s|).

Then, thanks to (2.3) and the Young inequality, we have

‖F (u)‖Lp+1(RN ) ≤ C‖u‖p−1
L∞(RN )

‖u‖Lp+1(RN ) + (C + λ)‖u‖Lp+1(RN ) + ‖g‖Lp+1

≤ C(‖u‖p
L∞(RN )∩Lp+1(RN )

+ ‖u‖L∞(RN )∩Lp+1(RN ) + 1)

= c(‖u‖Y ),

which is a simple form of the subordination condition as in [12]. We have thus
proved existence of a smooth solution to (1.1):

Proposition 2.6. Let the function f : R → R be locally Lipschitz continuous,
g ∈ L∞(RN )∩L2(RN ), then there exists a unique solution u ∈ Hβ

p+1(RN ), 2α >

β > N/(p + 1), of (1.1), such that:

(a) u ∈ C([0, T ];Hβ
p+1(RN )),

(b) u ∈ C1((0, T );H2α
p+1(RN )), ut ∈ H2α

p+1(RN ) for all t ∈ (0, T ),
(c) the equation is satisfied in Lp+1(RN ) for all t ∈ (0, T ),
(d) the solution vary continuously in L∞(RN ).
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2.3. The problem in bounded domain. In this section we consider the
problem (1.4) in bounded domain Ω ⊂ RN in case when the nonlinearity has
critical growth. To handle such a problem in H−α

p (Ω) (with nonlinearity growing
with ’critical’ exponent (N + αp)/(N − αp)) we need to use the notion of an ε-
regular solution as introduced in [3]. We will recall next the basic definitions and
results concerning ε-regular solutions (see [3] for more details). We start with
some terminology.

Let X be a Banach space and A:D(A) ⊂ X → X be a sectorial operator
with Re σ(A) > 0. Then, −A generates an analytic semigroup denoted by {e−At :
t ≥ 0}. Let Xβ := D(Aβ), β ≥ 0, endowed with the graph norm, be the fractional
power spaces associated with A. Consider the semilinear differential equation

(2.4)
ut + Au = F (u), t > 0,

u(0) = u0 ∈ X1,

where F :D(F ) ⊂ X1 → Xβ for some β > 0.

Definition 2.7 ([3]). For ε > 0, a function u: [0, τ) → X1 is called an
ε-regular solution for (2.4) if u ∈ C([0, τ);X1) ∩ C((0, τ);X1+ε) and

(2.5) u(t) = e−Atu0 +
∫ t

0

e−A(t−s)F (u(s)) ds, t ∈ [0, τ).

Definition 2.8 ([3], [8]). The map F is called a critical ε-regular map
relative to the pair (X1, X), if there are positive constants c, η, Cη, q > 1 and
ε ∈ (0, 1/q) such that, for each v, w ∈ X1+ε,

(2.6)
‖F (v)− F (w)‖Xqε ≤ c‖v − w‖X1+ε(Cη + η‖v‖q−1

X1+ε + η‖w‖q−1
X1+ε),

‖F (v)‖Xqε ≤ c(Cη + η‖v‖q
X1+ε) for v ∈ X1+ε.

In addition, if for each η > 0 there is Cη > 0 such that (2.6) holds with c, q and
ε independent of η, then F is called an almost critical ε-regular map relative to
the pair (X1, X).

After this introduction we can state a variant of Theorem 2.1 in [8]:

Proposition 2.9. Let F be a critical ε-regular map. Fixing v0 ∈ X1, there
are r > 0 and τ0 > 0 such that for each u0 ∈ BX1(v0, r) there exists a unique
ε-regular solution u of (2.4) defined in [0, τ0]. In addition,

(a) tξ‖u(t, u0)‖X1+ξ → 0 as t → 0+, 0 < ξ < qε,

(b) tξ‖u(t, u1)−u(t, u2)‖X1+ξ ≤ C ′‖u1−u2‖X1 for t ∈ [0, τ0], 0 ≤ ξ ≤ ξ0 <

qε, u1, u2 ∈ BX1(v0, r),
(c) u(t, u0) ∈ C((0, τ0];X1+qε) ∩ C1((0, τ0];X1+ξ) for 0 ≤ ξ < qε; in par-

ticular the solution u(t, u0) satisfies (2.4) for each t ∈ (0, τ0].
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If F is an almost critical ε-regular map, then all the above holds for arbitrarily
large r > 0. In this case, if the solution u(t, u0) is bounded in X1 in its maximal
interval of existence, it must exist for all t ≥ 0.

Usually the above mentioned result is used in case when the sectorial operator
A is given by the differential operator −∆ or a more general elliptic differential
operator (subjected to a suitable boundary condition). But we will use it here
in the case when A will be a proper α fractional power, α ∈ (0, 1), of an elliptic
operator (so, it is a pseudodifferential operator).

It is well known that fractional powers of sectorial positive operators are, for
α ∈ (0, 1), sectorial and positive. To verify the last claim it is convenient to use
a notion, due to H. Komatsu, of an operator of the type (ω, M(θ)) with ω < π/2
in a Banach space X.

Definition 2.10. We say that A is of type (ω, M(θ)), 0 ≤ ω < π, if the
domain D(A) is dense in X, the resolvent set of −A contains the sector |argλ| <
π − ω and the condition ‖λ(λ + A)−1‖ ≤ M(θ) holds on each ray λ = reiθ,
r ∈ (0,+∞), |θ| < π − ω.

One may easily verify that A is of the type (ω, M(θ)) if and only if A is
a sectorial positive operator in the sense of [22]. A theorem by T. Kato (see [25,
p. 320]) ensures that:

Proposition 2.11. If A is of type (ω, M(θ)) and if 0 < α < π/ω, then Aα

is of type (αω,Mα(θ)) with certain positive constant Mα(θ). Furthermore, the
resolvent of Aα is analytic in α and λ in the domain 0 < α < π/ω, |argλ| <

π − αω.

As a consequence, any proper fractional power Aα, α ∈ (0, 1), of a sectorial
positive operator A will be sectorial and positive itself. Furthermore,

Observation 2.12. If A is of type (ω, M(θ)) with ω < π/2, then the sum
A + Aβ is a sectorial operator for any β ∈ (0, 1).

The above observation follows directly from [22, Theorem 1.4.4] and [22,
Example 6, p. 19] since

∀ ε > 0 ∀β ∈ (0, 1) ∀x ∈ D(A) ‖Aβx‖X ≤ ε‖Ax‖X + C ′ε−β/(1−β)‖x‖X .

Once we take care for checking that the main operator (−∆)α (Dirichlet
boundary condition) in (1.4) is sectorial, we need to verify that the nonlinear
term f generates a critical ε-regular map. We set X = H−α

p (Ω), A = (−∆)α,
where α ∈ (0, 1) is fixed, so that X1 = Hα

p,{D}(Ω) is the associated space of
Bessel potentials (see [32, Section 2.3.1] for more information concerning that
spaces); the lower index D corresponds to the homogeneous Dirichlet condition.
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In what follows, we apply these abstract results to obtain local well posedness
of (1.4) in Hα

p,{D}(Ω). Since Ω is smooth we have that the domains of fractional
power scale associated to A coincide with the complex interpolation scale (see
[2], [32, Section 4.9.2]). In particular ([32, Section 4.3.3]), for 0 < θ < 1,

[Lp(Ω),Hm
p,{D}(Ω)]θ = Hθm

p,{D}(Ω)

whenever θm 6= 1/p (here [ · , · ]θ denotes the complex interpolation space of
order θ).

Now, we check that the condition (2.6) of Definition 2.8 is satisfied. To
formulate the result we need to use the assumption (1.6):

lim
|s|→∞

|f ′(s)|
|s|2αp/(N−αp)

= 0.

A nonlinearity satisfying such condition is called almost critical. The value q =
(N + αp)/(N − αp) is called a critical exponent here.

Note that if f ∈ C1(R, R) satisfies (1.6), then for each η > 0 there exists
Cη > 0 such that

(2.7) |f(s1)− f(s2)| ≤ |s1 − s2|(Cη + η|s1|q−1 + η|s2|q−1), s1, s2 ∈ R,

and also, for each η > 0 there exists C̃η > 0 such that

(2.8) |f(s)| ≤ C̃η + η|s|q.

Let F be the Nemytskĭi operator corresponding to −f( · ) + g, then the fol-
lowing estimates are satisfied.

Lemma 2.13. Let N ≥ 3, αp < N , q := (N + αp)/(N − αp) and f : R → R
be a continuously differentiable function which satisfies (1.6) and g ∈ Lr/q(Ω).
For ν > 0 and ε ∈ [0, α/(2q)), there is a constant c > 0 and, for each η > 0,
a constant C̃η > 0 such that

‖F (w1)− F (w2)‖Xqε ≤ c‖w1 − w2‖X1+ε(C̃η + η‖w1‖q−1
X1+ε + η‖w2‖q−1

X1+ε),

for w1, w2 ∈ X1+ε. Also, the second estimate in (2.6) is satisfied by F .

Proof. It follows from Sobolev embedding theorem that

Hα+2ε
p,{D}(Ω) = X1+ε ⊂ Lr(Ω), Lr/q(Ω) ⊂ Xqε(Ω) = H−α+2qε

p,{D} (Ω).

for r := Np/(N − p(2ε + α)), Next, from (2.7) and the Hölder inequality,

‖F (w1)− F (w2)‖Xqε ≤ c‖f(w1)− f(w2)‖Lr/q(Ω)

≤ c‖w1 − w2‖Lr(Ω)(C̃η + η‖w1‖q−1
Lr(Ω) + η‖w2‖q−1

Lr(Ω))

≤ c‖w1 − w2‖X1+ε(C̃η + η‖w1‖q−1
X1+ε + η‖w2‖q−1

X1+ε).
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The proof of the second estimate in (2.6) is similar; thanks to (2.8) we have

‖F (w)‖Xqε ≤ c‖f(w)‖Lr/q(Ω) + ‖g‖Lr/q(Ω)

≤ c

[∫
Ω

[C̃η + η|w|q]r/q dx

]q/r

+ ‖g‖Lr/q(Ω)

≤ c(C̃η + η‖w‖q
Lr(Ω)) + ‖g‖Lr/q(Ω).

The proof of the lemma is now complete. �

Conclusions. We have thus verified all the conditions necessary to ap-
ply the abstract Proposition 2.9 to our present problem (1.4). Consequently,
existence of a local in time ε-regular solution u to (1.4) follows having all
the properties as specified in Definition 2.7 and Proposition 2.9. In particu-
lar u ∈ C([0, τ);Hα

p,{D}(Ω)) ∩ C((0, τ);Hα+2ε
p,{D}(Ω)) and the equation is fulfilled

in H−α
p,{D}(Ω).

Let us restrict, for simplicity, further studies of the problem (1.4) to the
Hilbert case p = 2. As a consequence of the condition (1.6) the local ε-regular
solution will be extended globally in time. The last property follows from exis-
tence of the Lyapunov function obtained through multiplication of (1.4) by ut.
As a result of that multiplication we obtain

d

dt

(
1
2

∫
Ω

[(−∆)α/2u]2 dx +
∫

Ω

F (u) dx−
∫

Ω

g(x)u dx

)
+

∫
Ω

u2
t dx = 0,

where F (s) =
∫ s

0
f(z) dz is a primitive of f . Consequently, the expression

L(u(t)) =
1
2

∫
Ω

[(−∆)α/2u(t)]2 dx +
∫

Ω

F (u(t)) dx−
∫

Ω

g(x)u(t) dx

is non-increasing in time. Note also that, thanks to the assumption (1.5),

(2.9) ∀λ1 > δ > 0 ∃Cδ > 0 ∀ s ∈ R − F (s) ≤ 1
2
(λ1 − δ)s2 + Cδ.

This last condition follows from the calculation (compare [21, p. 76])

−F (s)− 1
2
(λ1 − δ)s2 =

∫ s

0

[
−f(τ)

τ
− (λ1 − δ)

]
τ dτ ≤ Cδ,

valid for positive s, and a symmetric estimate for negative s. It follows from the
property L(u(t)) ≤ L(u0), t ≥ 0, (2.9) and (2.11) that∫

Ω

[(−∆)α/2u(t)]2 dx ≤ const(L(u0)), t ≥ 0.

Thus, the Hα
2,{D}(Ω) norm of the solution is bounded for t ≥ 0, consequently the

solution is global in time. Moreover, the Lyapunov function L is bounded from
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below and satisfies the following condition: L(u) → ∞ as ‖u‖2
Hα

2,{D}(Ω) → ∞.
Indeed

L(u) ≥ δ

8λ1

∫
Ω

[(−∆)α/2u]2 dx +
δ

8

∫
Ω

u2 dx− Cδ|Ω| − cδ

∫
Ω

g2 dx

≥ δ

8λ1
‖u‖2

Hα
2,{D}(Ω) + C(‖g‖2

L2(Ω)).

2.4. Comparison of eigenvalues. We will discuss next the consequences
of the condition (1.5). Due to the Poincaré inequality:

γ1

∫
Ω

φ2 dx ≤
∫

Ω

[(−∆)1/2φ]2 dx, for all φ ∈ H1
0 (Ω),

and due to the ’moments inequality’ (see e.g. [22, p. 28]), for 0 ≤ α ≤ 1, since
the realization of (−∆)α with Dirichlet boundary condition is self-adjoint and
positive definite,

(2.10)
∫

Ω

[(−∆)α/2φ]2 dx ≤
( ∫

Ω

[(−∆)1/2φ]2 dx

)α( ∫
Ω

φ2 dx

)1−α

.

Dividing (2.10) by
∫
Ω

φ2dx (non-zero element) and using the variational charac-
terization of the first eigenvalues λ1, γ1 (γ1 corresponds to −∆ with Dirichlet
boundary condition), we get

(2.11) λ1 = inf
φ∈Hα

2,{D}(Ω)

∫
Ω

[(−∆)α/2φ]2 dx∫
Ω

φ2 dx

≤ inf
φ∈H1

0 (Ω)

( ∫
Ω

[(−∆)1/2φ]2 dx

)α

( ∫
Ω

φ2 dx

)α

=

 inf
φ∈H1

0 (Ω)

∫
Ω

[(−∆)1/2φ]2 dx∫
Ω

φ2 dx


α

= γα
1 ,

since H1
0 (Ω) is dense in Hα

2,{D}(Ω). This shows that γα
1 is greater or equal than

the first eigenvalue λ1 of (−∆)α with Dirichlet boundary condition.

2.5. Stationary solutions of (1.4). Assumption (1.5) gives us also simple
estimate, in Hα

2,{D}(Ω), of the stationary solutions of (1.4). Indeed, multiplying
the corresponding to (1.4) stationary equation{

(−∆)αv + f(v) = g(x), x ∈ Ω,

v|∂Ω = 0,

by v we get∫
Ω

[(−∆)α/2v]2 dx + (−λ1 + δ)
∫

Ω

v2 dx ≤ Cδ

∫
Ω

g2(x) dx + C|Ω|
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for some constants Cδ, C; and using the estimate (2.11) we finally have

δ

λ1

∫
Ω

[(−∆)α/2v]2 dx ≤ Cδ

∫
Ω

g2(x) dx + C|Ω|.

3. Useful facts and inequalities

In case of the Dirichlet problem in bounded domain (1.4), for the correspond-
ing abstract operator, we are using probably the most common definition of the
fractional power of operator that comes from [25]. Let X be a Banach space and
A be a closed linear operator such that the resolvent set contains (−∞, 0) and
the resolvent satisfies

∃M > 0 ∀λ > 0 ‖λ(λ + A)−1‖ ≤ M.

When 0 < Re α < 1, following Balakrishnan ([25, p. 299]), for x ∈ D(A) we
define

(3.1) Aαv =
sin(πα)

π

∫ ∞

0

sα−1A(sI + A)−1v ds.

This integral converges absolutely for 0 < Re α < 1, represents a continuous
operator from D1

1 into X and is analytic in α for 0 < Re α < 1 ([26, p. 92]).
Similar approach (but for positive operators) can be found in [32, Section 1.15]
where nice description of that notion is given.

We next quote an estimate that is borrowed from [13]. It is a consequence
of the Kato–Beurling–Deny inequality (see e.g. [16]). A version of the famous
Kato–Beurling–Deny inequality will be proved below for completeness of the
presentation. We shall focus here on A = −∆D on L2(Ω), Ω ⊂ Rn being
a bounded C2 domain, which is a special case of the general theory in [16].

It is well known that (sI + A)−1, s ≥ 0, has a positive symmetric kernel
Ks = Ks(x, y), x, y ∈ Ω, satisfying the estimate in [31, 5.168, p. 210]. Also, the
integral formula for fractional powers of A (see [32, §1.15.1 (6)]) is given by (3.1).

Writing below for simplicity of the notation 〈 · , · 〉L2(Ω) for the L2(Ω) product,
we obtain

〈Aαv, vq−1〉L2(Ω) =
〈

sinπα

π

∫ +∞

0

sα−1(sI + A− sI)(sI + A)−1v ds, vq−1

〉
L2(Ω)

=
sinπα

π

∫ +∞

0

sα−1(‖vq‖L1(Ω) − 〈s(sI + A)−1v, vq−1〉L2(Ω)) ds,

for v ∈ C+
0 , where C+

0 = {φ ∈ C2(Ω) : φ ≥ 0, φ|∂Ω = 0}. The properties of Ks

and an elementary inequality of [16, p. 68]

(s− t)(sq−1 − tq−1) ≥ 4(q − 1)
q2

∣∣sq/2 − tq/2
∣∣2, s ≥ 0, t ≥ 0, q ≥ 2,
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ensure next that

‖vq‖L1(Ω) − 〈s(sI + A)−1v, vq−1〉L2(Ω)(3.2)

= ‖vq‖L1(Ω) − s

∫
Ω×Ω

vq−1(x)v(y)Ks(x, y) dx dy

=
s

2

∫
Ω×Ω

[v(x)− v(y)][vq−1(x)− vq−1(y)]Ks(x, y) dx dy

+ ‖vq‖L1(Ω) − s

∫
Ω×Ω

vq(x)Ks(x, y) dx dy

=
s

2

∫
Ω×Ω

[v(x)− v(y)][vq−1(x)− vq−1(y)]Ks(x, y) dx dy

+ ‖vq‖L1(Ω) − s‖(sI + A)−1(vq)‖L1(Ω)

≥ 4(q − 1)
q2

(
s

2

∫
Ω×Ω

|vq/2(x)− vq/2(y)|2Ks(x, y) dx dy

+ ‖vq‖L1(Ω) − s‖(sI + A)−1(vq)‖L1(Ω)

)
,

for s > 0, q ≥ 2, v ∈ C+
0 , where in the last line above we have used additionally

the inequality 1 ≥ 4(q − 1)/q2, q ≥ 2, and the contraction property of A in
L1(Ω) (see [16, Theorem 1.3.5]), which guarantees that

‖vq‖L1(Ω) − s‖(sI + A)−1(vq)‖L1(Ω) ≥ 0, s > 0, v ∈ C+
0 .

Similar calculations show that

〈Aα(vq/2), vq/2〉L2(Ω)

=
〈

sinπα

π

∫ +∞

0

sα−1(sI + A− sI)(sI + A)−1(vq/2) ds, vq/2

〉
L2(Ω)

=
sinπα

π

∫ +∞

0

sα−1(‖vq‖L1(Ω) − 〈s(sI + A)−1(vq/2), vq/2〉L2(Ω)) ds

=
sinπα

π

∫ +∞

0

sα−1

(
‖vq‖L1(Ω) − s

∫
Ω×Ω

vq/2(x)vq/2(y)Ks(x, y) dx dy

)
ds,

=
sinπα

π

∫ +∞

0

sα−1

(
‖vq‖L1(Ω) +

s

2

∫
Ω×Ω

|vq/2(x)− vq/2(y)|2Ks(x, y) dx dy

− s

∫
Ω×Ω

vq(x)Ks(x, y) dx dy

)
ds

=
sinπα

π

∫ +∞

0

sα−1

(
s

2

∫
Ω×Ω

|vq/2(x)− vq/2(y)|2Ks(x, y) dx dy

+ ‖vq‖L1(Ω) − s‖(sI + A)−1(vq)‖L1(Ω)

)
ds,

for s > 0, q ≥ 2, v ∈ C+
0 . As a consequence of the relation (3.2) and the obvious

estimates when α = 0 or α = 1 we obtain the proposition below.
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Proposition 3.1. Let Ω ⊂ RN be a bounded domain, ∂Ω ∈ C2, and A =
−∆D on L2(Ω). Then, for α ∈ [0, 1], q ∈ [2,+∞) and φ ∈ C+

0 the following
inequality holds:

(3.3)
∫

Ω

Aαφφq−1 dx =
∫

Ω

Aα/2φAα/2(φq−1) dx ≥ 4(q − 1)
q2

∫
Ω

[Aα/2(φq/2)]2 dx.

Extension of (3.3) to functions with arbitrary sign. It is well known
that the resolvent (λI − ∆D)−1, λ > 0, preserves positivity (see [16, Theo-
rem 1.3.5]). This property extends directly to the resolvent of (−∆D)α, α ∈
(0, 1), because of the formula ([25, p. 319]):

(λI + (−∆D)α)−1 =
sinπα

π

∫ +∞

0

τα

λ2 + 2λτα cos πα + τ2α
(τI −∆D)−1 dτ,

for λ > 0, since the denominator above is positive. Next, for φ ∈ Xα
L2 with

|φ|q−1 ∈ X
α/2
L2 , Theorem 1.3.2 of [16] gives us that |φ| ∈ X

α/2
L2 and∫

Ω

(−∆D)αφ sgn φ |φ|q−1 dx ≥
∫

Ω

(−∆)α/2(|φ|)(−∆D)α/2(|φ|q−1) dx.

Together with (3.3), the last estimate justifies that

Corollary 3.2. For α ∈ [0, 1], q ∈ [2,+∞), φ ∈ Xα
L2 and |φ|q−1 ∈ X

α/2
L2 ,

the following estimate holds:

(3.4)
∫

Ω

(−∆D)αφ sgnφ |φ|q−1 dx ≥ 4(q − 1)
q2

∫
Ω

[(−∆D)α/2(|φ|q/2)]2 dx.

Remark 3.3. A number of estimates, similar to above, but in the case of the
whole RN , were reported in the review article [24], see also the source references
there. In particular the, corresponding to (3.3), (3.4), estimates in RN called
Strook–Varopoulos inequality can be found in [24] together with their proofs.
In fact, a more general form of the operator; Lévy operator, appears in these
estimates.

3.1. The Moser–Alikakos technique in bounded domain. The lemma
below will be used in the estimate of the L∞(Ω) norm of the solution in the second
example. Recall that X = H−α

p,{D}(Ω), X1+ε = Hα+2ε
p,{D}(Ω) in this example.

We need to have the embedding X1+ε ⊂ L∞(Ω), which holds provided that
α+2ε > N/p. As known from the theory of the second order parabolic equations,
if we want the solution to vary in L∞(Ω) (e.g. to have the Maximum Principle),
we eventually need to take large value of p ≥ 2 (especially when the space
dimension N is large) to fulfill the condition α + 2ε > N/p.
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Lemma 3.4. For X1+ε = Hα+2ε
p,{D}(Ω) solutions to (1.4), α + 2ε > N/p and

g ∈ L∞(Ω), the following implication holds:

(3.5) (‖u(t, u0)‖L1(Ω) ≤ const, t ≥ 0) ⇒ (‖u(t, u0)‖L∞(Ω) ≤ const′, t ≥ 0).

Observe that the dissipative condition (1.5) implies

(3.6) ∃C < λ1 ∃D > 0 ∀ s ∈ R − sf(s) ≤ Cs2 + D,

which in order corresponds to [12, (9.3.5)]. Moreover, by the estimate (3.4) with
q = 2k, we have

(3.7)
(2k − 1)
22k−2

∫
Ω

[(−∆D)α/2(|φ|2
k−1

)]2 dx ≤
∫

Ω

[(−∆D)αφ]|φ|2
k−1sgn φdx.

With the above conditions (3.6), (3.7), we are able to repeat the calculations of
[12, Lemma 9.3.1] and get (3.5). The calculation goes as follows.

Multiplying (1.4) by u2k−1, k = 1, 2, . . . , we get

1
2k

d

dt

∫
Ω

u2k

dx = −
∫

Ω

(−∆)αu|u|2
k−1sgn(u) dx

−
∫

Ω

f(u)uu2k−2 dx +
∫

Ω

g(x)u2k−1 dx.

Then, thanks to (3.6) and (3.7) and an elementary estimate s2k−2 ≤ s2k

+ 1,
we obtain (with an equivalent norm of Hα

2,{D}(Ω), in case of bounded Ω and
Dirichlet boundary condition)

(3.9)
d

dt

∫
Ω

u2k

dx ≤ − 2k − 1
2k−2

∫
Ω

[(−∆)α/2(|u|2
k−1

)]2 dx

+ 2k

∫
Ω

(Cu2 + D)u2k−2 dx + 2k

∫
Ω

g(x)u2k−1 dx

≤ − 2k − 1
2k−2

‖|u|2
k−1

‖2
Hα

2,{D}(Ω)

+ 2k(C + D)
∫

Ω

u2k

dx + 2kD|Ω|+ 2k

∫
Ω

g(x)u2k−1 dx.

Moreover, since

‖φ‖L2(Ω) ≤ ‖φ‖(2+µ)/(2+2µ)
L2+µ(Ω) ‖φ‖µ/(2+2µ)

L1(Ω) , φ ∈ L1(Ω) ∩ L2+µ(Ω),

and, for 0 < µ ≤ 4α/(N − 2α),

‖φ‖L2+µ(Ω) ≤ cµ‖φ‖Hα
2 (Ω), φ ∈ Hα

2 (Ω),

the Young inequality lead to the estimate

(3.10) ∀ δ > 0 ∀ 0 < µ ≤ 4α/(N − 2α) ∃Cδ,µ > 0

‖φ‖2
L2(Ω) ≤ δ‖φ‖2

Hα
2 (Ω) + Cδ,µ‖φ‖2

L1(Ω).



478 T. Dlotko — M.B. Kania — Ch. Sun

From (3.9) and (3.10) and Hölder inequality (p = 2k/(2k − 1), q = 2k), we obtain

d

dt

∫
Ω

u2k

dx ≤ − 2k − 1
2k−2δ

∫
Ω

u2k

dx +
(2k − 1)Cδ,µ

2k−2δ

( ∫
Ω

|u|2
k−1

dx

)2

+ 2k(C + D)
∫

Ω

u2k

dx + 2kD|Ω|

+ 2k

( ∫
Ω

|g(x)|2
k

dx

)1/2k( ∫
Ω

u2k

dx

)(2k−1)/2k

≤
(
−2
δ

+ 2k(C + D)
) ∫

Ω

u2k

dx +
4Cδ,µ

δ

( ∫
Ω

|u|2
k−1

dx

)2

+ 2kD|Ω|+ 2k

(
Cε

∫
Ω

|g(x)|2
k

dx + ε

∫
Ω

u2k

dx

)
,

the last by the Young inequality. Setting δ = 21−k/(C + D + 2), ε = 1, we
obtain

d

dt

∫
Ω

u2k

dx ≤ −2k

∫
Ω

u2k

dx + 2k+1Cδ,µ

( ∫
Ω

|u|2
k−1

dx

)2

+ 2kD|Ω|+ 2kCε

∫
Ω

|g(x)|2
k

dx,

which leads, just as in [12, (9.3.13)], to the final estimate

sup
t≥0

‖u(t)‖L∞(Ω) ≤ const max
{

sup
t≥0

‖u(t)‖L1(Ω), 1
}

.

Remark 3.5. A version of Lemma 3.4 stays valid if instead of the L1(Ω)
estimate we know a L2r

(Ω) (with fixed r ∈ N) estimate of u(t, u0). The induction
argument will start from the L2r

(Ω) norm of the solution in that case.

3.2. Moser–Alikakos technique in RN . If instead of a bounded domain Ω
and homogeneous Dirichlet boundary condition we consider the Cauchy prob-
lem (1.1) in the whole of RN , condition (3.6) need to be replaced (from (2.2))
with

(3.11) ∃C < λ ∀D > 0 ∀ s ∈ R − sf(s) ≤ Cs2 + D|s|,

and we need to have g ∈ L1(RN )∩L∞(RN ). We are also using another definition
of the fractional powers of (−∆) in that case, following [18], [15], [24]:

Definition 3.6. For every β ∈ (0, 1) we set:

(−∆)βv(x) = −C(β) lim
ε→0

∫
|z|≥ε

v(x− z)− v(x)
|z|N+2β

dz,

valid for v ∈ S, the Schwartz class. An extension to functions v ∈ C2
B(RN ) is

discussed in [18].
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We thus consider the problem (1.1){
ut + (−∆)αu + f(u) + λu = g(x), t > 0, x ∈ RN ,

u(0, x) = u0(x), x ∈ RN ,

under the assumption (3.11), and with g ∈ L1(RN ) ∩ L∞(RN ). Unfortunately
the Hα(RN ) ∩ Lp+1(RN ) solution to (1.1) constructed above is too weak to
vary in L∞(RN ), and to proceed with the estimates below we need to assure
that the solution vary in Lp+1(RN ) ∩ L∞(RN ). But one can work with the
Hβ

p+1(RN ) solution of (1.1) with β > N/(p + 1) to have enough smoothness for
such calculations. Note also, that the assumption (3.11) is weaker than the left
hand side of the condition (1.2), so that assuming (1.2) we can use a weaker
condition (3.11) instead.

Multiplying (1.1) by u2l−1; 2l ≥ p + 2, l ∈ N, we obtain:∫
RN

utu
2l−1 dx +

∫
RN

(−∆)αuu2l−1 dx

+
∫

RN

f(u)uu2l−2 dx + λ

∫
RN

u2l dx =
∫

RN

g(x)u2l−1 dx.

The second term is non-negative thanks to Corollary 3.2. Recall that we are
working with the solutions of (1.1) varying in Lp+1(RN ) ∩ L∞(RN ). Also, the
nonlinear term is estimated with the use of an elementary inequality

∀ s ∈ R ∀ δ > 0 |s|2l−1 ≤ δ−1s2l + δ2l−2−p|s|p+1

and (3.11) as follows:

−
∫

RN

f(u)uu2l−2 dx ≤
∫

RN

(C + Dδ−1)u2l dx + Dδ2l−2−p

∫
RN

|u|p+1 dx,

and the right hand side term is estimated with the use of the Hölder and Young
inequality. We thus obtain

1
2l

d

dt

∫
RN

u2l dx ≤ (C + Dδ−1 + ε− λ)
∫

RN

u2l dx

+ Dδ2l−2−p

∫
RN

|u|p+1 dx + Cε

∫
RN

|g(x)|2l dx.

Since C < λ, we can choose δ = δ0 = 4D/(λ− C) and ε = ε0 = (λ− C)/4 (here
Cε = const ε−2l comes from the Young inequality) to have C + Dδ−1 + ε− λ =
(C − λ)/2 < 0. Solving the differential inequality we obtain:∫

RN

u2l dx ≤
[ ∫

RN

u2l
0 dx

+
∫ t

0

e−l(C−λ)s

(
2lDδ2l−2−p

0

∫
RN

|u(s)|p+1 dx + 2lCε0‖g‖2l
L2l(RN )

)
ds

]
el(C−λ)t.
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If sup
s∈[0,T ]

‖u(s)‖Lp+1(RN ) ≤ M , then taking the 2l roots we find that:

(3.12) ‖u(t)‖L2l(RN ) ≤ ‖u0‖L2l(RN )e
(C−λ)t/2

+
(
(2lD)−2lδ

1−(2+p)/(2l)
0 M (p+1)/(2l) + (2lCε0)

−2l‖g‖L2l(RN )

)
·
( ∫ t

0

el(C−λ)(t−s) ds

)1/(2l)

≤‖u0‖L2l(RN )e
(C−λ)t/2

+
(
(2lD)−2lδ

1−(2+p)/(2l)
0 M (p+1)/(2l) + (2lCε0)

−2l‖g‖L2l(RN )

)
·
(

1− el(C−λ)t

−l(C − λ)

)1/(2l)

.

We can let l → +∞ in (3.12) to get the required L∞(RN ) bound:

(3.13) ‖u(t)‖L∞(RN ) ≤ ‖u0‖L∞(RN )e
(C−λ)t/2 + δ0 + ‖g‖L∞(RN ),

valid for t ∈ [0, T ].

3.3. Lp+1(RN ) a priori estimate. To complete the induction argument, we
give below the Lp+1(RN ) a priori estimate of the solution u of (1.1). Multiplying
(1.1) by |u|psgn(u), we obtain∫

RN

ut|u|psgn(u) dx +
∫

RN

(−∆)αu|u|p−1u dx +
∫

RN

f(u)u|u|p−1 dx

+ λ

∫
RN

|u|p+1 dx =
∫

RN

g|u|psgn(u) dx.

Since u, (−∆)αu ∈ Lp+1(RN ) we infer from Lemma 4.9 that the second term is
non-negative. Then, thanks to the Young inequality and the simplified assump-
tion

(3.14) ∃ 0 ≤ C0 < λ ∀ s ∈ R − f(s)s ≤ C0s
2,

we get

1
p + 1

d

dt

∫
RN

|u|p+1 dx + (λ− C0 − δ)
∫

RN

|u|p+1 dx ≤ Cδ

∫
RN

|g|p+1 dx,

where δ > 0 is sufficiently small, such that M1 = λ− C0 − δ is positive. Conse-
quently,

(3.15) ‖u(t)‖p+1
Lp+1(RN )

≤
(
‖u(0)‖p+1

Lp+1(RN )
−

Cδ‖g‖p+1
Lp+1(RN )

M1

)
e−(p+1)M1t

+
Cδ‖g‖p+1

Lp+1(RN )

M1
.
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3.4. L1(RN ) a priori estimate. Under the simplified assumption (3.14) it
is possible to estimate the L1(RN ) norm of the solution to (1.1). Multiplying by
sgn(u) and using the fractal generalization of the famous Kato inequality (see
[24, Theorem 1.20]):∫

RN

(−∆)αφ sgn(φ) dx ≥ 0, α ∈ (0, 1], φ ∈ C∞
0 (RN ),

we find that

d

dt

∫
RN

|u| dx + λ

∫
RN

|u| dx ≤ −
∫

RN

f(u) sgn(u) dx +
∫

RN

|g| dx.

When g ∈ L1(RN ), it follows from (3.14) that −f(u) sgn(u) ≤ C0|u|, and, we
obtain the estimate

‖u‖L1(RN ) ≤ ‖u0‖L1(RN )e
−(λ−C0)t + ‖g‖L1(RN )

1− e−(λ−C0)t

λ− C0
.

3.5. Some properties of the cut-off function. We consider the smooth
(at least C2, but we prefer θ ∈ C∞) cut-off function θ: RN → [0, 1],

(3.16) θ(x) =

{
1, |x| ≥ 2,

0, |x| ≤ 1.

Next we discuss a property of the cut-off function which is important in
further estimates.

Lemma 3.7. Let Λ = (−∆)1/2, then for any α ∈ (0, 1), there exists a con-
stant M = M(α, N, θ) > 0 such that

|Λ2αθ(x)| ≤ M < ∞ for all x ∈ RN .

Proof. By [18, p. 302], since θ ∈ C2
B(RN ), we have

− Λ2αθ(x) = cN (α)
∫
|z|<1

θ(x− z)− θ(x) +∇θ(x) · z
|z|N+2α

dz

+ cN (α)
∫
|z|≥1

θ(x− z)− θ(x)
|z|N+2α

dz =: I1 + I2,

where cN (α) = αΓ(N/2 + α)/(πN/2+2αΓ(1− α)).
Note that θ( · ) ∈ [0, 1], so that we have

|I2| ≤ cN (α)
∫
|z|≥1

1
|z|N+2α

dz ≤ const(α, N) < ∞

for each α ∈ (0, 1).
On the other hand, from the Taylor formula

θ(x− z)− θ(x) +∇θ(x) · z =
1
2

θ′′(ξ) · z2,
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where θ′′(ξ) denote the Hessian matrix of θ, we have (here we need to use the
notion of the Cauchy principal value integral to justify the calculations),

I1 = cN (α) PV

∫
|z|<1

θ(x− z)− θ(x) +∇θ(x) · z
|z|N+2α

dz

= cN (α)
∫
|z|<1

θ′′(ξ) · z2/2
|z|N+2α

dz,

and so

|I1| ≤ cN (α)
∫
|z|<1

|θ′′(ξ) · z2|/2
|z|N+2α

dz

≤ c(N,α, θ)
∫
|z|<1

|z|2

|z|N+2α
dz ≤ C(N, θ, α) < ∞. �

Let θ be as above, moreover, we set θk( · ) = θ( · /k), k = 1, 2, . . . Then the
following identity is obvious (e.g. see [18]):

Lemma 3.8. For any s ∈ (0, 2),

Λsθk(x) =
1
ks

Λsθ(z)|z=x/k.

We will need also the following property of the operator Λ2α:

Lemma 3.9. The operator Λ2α is symmetric in L2(RN ).

Proof. When f, g ∈ D(Λ2α) = H2α(RN ), then we have∫
RN

Λ2αf(x) · g(x) dx = −cN (α)
∫

RN

∫
RN

[
f(x− z)g(x)
|z|N+2α

− f(x)g(x)
|z|N+2α

]
dz dx

= − cN (α)
∫

RN

1
|z|N+2α

( ∫
RN

f(x)g(x− z) dx−
∫

RN

f(x)g(x) dx

)
dz

=
∫

RN

f(x) · Λ2αg(x) dx,

which proves the claim. �

4. Attractor for the semigroup of solutions to (1.1)

Now we discuss the dynamics of (1.1) in term of the global attractor. The
following assumptions will be used throughout this section:

Assumption 4.1. Let α ∈ (0, 1), g ∈ H−α(RN ), f ∈ C1(R) and satisfying
(1.2)–(1.3). Moreover, we denote by {S(t)}t≥0 the semigroup corresponding to
the weak solution of (1.1) with initial data u0 ∈ L2(RN ).

Then we know that

(4.1) S( · ): [0,∞)× L2(RN ) 3 (t, u0) 7→ u(t) ∈ L2(RN )

is continous.



Pseudodifferential Parabolic Equations 483

4.1. Dissipation of {S(t)}t≥0 in L2(RN ). Multiplying (1.1) by u and in-
tegrating over RN (here and after, we will calculate on strong solutions; the
estimates will also be valid for the weak solutions by passing to the limits), we
obtain that

1
2

d

dt

∫
RN

|u|2 dx +
∫

RN

(Λαu)2 dx +
∫

RN

f(u)u dx + λ‖u‖2 =
∫

RN

g(x)u dx,

where, for simplicity of further notation, ‖ · ‖ denotes the usual L2(RN )-norm.
Then, by the assumption (1.2), we have

1
2

d

dt
‖u‖2 + ‖Λαu‖2 + c1

∫
RN

|u|p+1 dx + (λ− k1)‖u‖2 ≤ ‖g‖H−α(RN )‖u‖Hα(RN ).

Hence, noticing that ‖ · ‖2
Hα(RN ) = ‖Λα · ‖2 + ‖ · ‖2 and λ > k1, using the

Cauchy–Schwartz inequality, we can deduce that

(4.2)
d

dt
‖u‖2 + ‖Λαu‖2 + 2c1

∫
RN

|u|p+1dx + (λ− k1)‖u‖2 ≤ cλ,k1‖g‖2
H−α(RN ),

which implies that

(4.3)
∫ t

0

(‖u(s)‖2
Hα(RN ) + ‖u(s)‖p+1

Lp+1(RN )
) ds ≤ Cλ,k1,c1(t‖g‖2

H−α(RN ) + ‖u0‖2)

for any t ≥ 0, and

(4.4) ‖u(t)‖2 ≤ e−(λ−k1)t‖u0‖2 +
cλ,k1‖g‖2

H−α(RN )

λ− k1
for all t ≥ 0.

Obviously, the estimate (4.4) implies that

B =
{

u ∈ L2(RN ) : ‖u‖2 ≤
cλ,k1‖g‖2

H−α(RN )

λ− k1
+ 1

}
is a bounded absorbing set for the semigroup {S(t)}t≥0 in L2(RN ). Then, by
the standard theory of dynamical system (e.g. [12], [22]), we have the following
result:

Theorem 4.2 (Absorbing set). Under the Assumption 4.1, the semigroup
{S(t)}t≥0 has a bounded positively invariant absorbing set B0 in L2(RN ).

4.2. Asymptotic compactness in L2(RN ). We will use the tail estimate
technique (e.g. see [28], [33]) to get the asymptotic compactness.

Theorem 4.3 (Tail estimate). In addition to the Assumption 4.1, let further
g ∈ L2(RN ). Then, for any ε > 0, there exist positive constants h = h(ε, ‖B0‖)
and T = T (ε, ‖B0‖) such that∫

Oh

|S(t)u0|2 dx < ε for all t ≥ T and u0 ∈ B0,
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where Oh = {x ∈ RN : |x| ≥ h} and B0 is the positively invariant absorbing set
obtained in Theorem 4.2.

Proof. Taking the cut-off function θ as in (3.16), multiplying (1.1) by θku ∈
Hα(RN ) ⊂ L2(RN ) (compare Observation 4.6) and integrating over RN , we
obtain that∫

RN

utuθk dx + 〈(−∆)αu, uθk〉H−α(RN ),Hα(RN ) + λ

∫
RN

u2θk dx

= −
∫

RN

f(u)uθk dx +
∫

RN

g(x)uθk dx.

The components are estimated next as follows:

(4.5)
∫

RN

utuθk dx =
1
2

d

dt

∫
RN

u2θk dx;

by the Young inequality (|gθ
1/2
k uθ

1/2
k | ≤ δu2θk + Cδg

2θk, δ > 0), we have∣∣∣∣ ∫
RN

g(x)uθk dx

∣∣∣∣ ≤ δ

∫
RN

u2θk dx + Cδ

∫
RN

g2θk dx

for some small positive constant δ; and from (1.2) we have

−
∫

RN

f(u)uθk dx ≤ k1

∫
RN

θku2 dx.

We will need also the known pointwise estimate from [14], which states that:

(4.6) ∀ 0 ≤ β ≤ 2 ∀φ ∈ C2
0 (RN ) 2φΛβφ(x) ≥ Λβφ2(x).

Using (4.6) to the fractional term, due to the remark below, we obtain

(4.7) 〈(−∆)αu, uθk〉H−α(RN ),Hα(RN ) ≥
1
2

∫
RN

u2Λ2α(θk) dx.

At the same time, thanks to Lemmas 3.7 and 3.8, we have

(4.8) |Λ2α(θk)| ≤ const
k2α

for some constant const which depends only on N , α and θ.
Collecting the estimates (4.5)–(4.8) above, we thus get

1
2

d

dt

∫
RN

u2θk dx + (λ− k1 − δ)
∫

RN

u2θk dx ≤ const
k2α

∫
RN

u2 dx + Cδ

∫
RN

g2θk dx.

Note that λ > k1, so by taking δ ∈ (0, (λ− k1)/2) we have λ − k1 − δ ≥
(λ− k1)/2 > 0 and

d

dt

∫
RN

u2θk dx + (λ− k1)
∫

RN

u2θk dx ≤ const · ‖B0‖2

k2α
+ Cδ

∫
RN

g2θk dx
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for any u0 ∈ B0. Therefore, for all u0 ∈ B0 and all t ≥ 0, we have∫
|x|≥k

u2(x, t) dx ≤
∫

RN

u2(x, t)θk dx

≤ e−(λ−k1)t‖B0‖2 +
const · ‖B0‖2

k2α(λ− k1)
+

Cδ

∫
RN

g2(x)θk dx

λ− k1
,

which allows us to complete the proof by noticing only that∫
RN

g2θk dx ≤
∫
|x|≥k

g2(x) dx → 0 as k →∞. �

Remark 4.4. The calculations in (4.7) will be justified using approximation
argument. Since u(t) ∈ Hα(RN ) ∩ Lp+1(RN ) (we fix t > 0 here), there is a
sequence {un} ⊂ C∞

0 (RN ) convergent to u(t) in Hα(RN ). Note next that, since
un ∈ C∞

0 (RN ) ⊂ H2α(RN ), then Λ2αun ∈ L2(RN ). We are working with the
triple of Hilbert spaces: Hα(RN ) ⊂ L2(RN ) ⊂ H−α(RN ), so that the linear
functional (on Hα(RN )) corresponding to Λ2αun is given by

〈Λ2αun, φ〉H−α(RN ),Hα(RN ) =
∫

RN

Λ2αunφdx, φ ∈ Hα(RN ).

By (4.6) and the above observation (unθk ∈ Hα(RN ) since θk ∈ C2
B(RN ); see

Lemma 4.5)

(4.9) 〈Λ2αun, unθk〉H−α(RN ),Hα(RN ) =
∫

RN

Λ2αununθk dx ≥ 1
2

∫
RN

Λ2α(u2
n) θk dx.

Like in the proof of Lemma 3.9 we can show next that

1
2

∫
RN

Λ2α(u2
n) θk dx =

1
2

∫
RN

u2
n Λ2α(θk) dx.

Finally, since u(t) ∈ Hα(RN ), we can pass to the limits in the outline components
(note that u(t)θk ∈ Hα(RN ) since θk ∈ C2

B(RN )), to obtain

〈Λ2αu(t), u(t) θk〉H−α(RN ),Hα(RN ) ≥
1
2

∫
RN

u(t)2Λ2α(θk) dx,

which completes the calculations.

Passing to the limit in the left hand side of (4.9) we need the following lemma.

Lemma 4.5. Let {un}∞n=1 ⊂ C∞
0 (RN ) and un → u in Hα(RN ) as n → ∞

(α ∈ (0, 1)). Then, for any (fixed) θ ∈ C2
B(RN ),

(4.10) θ · un ∈ Hα(RN ) and θ · un → θ · u in Hα(RN ) as n →∞.

The above lemma follows immediately from the following more general ob-
servation:
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Observation 4.6. For any 0 ≤ s ≤ 1 and a ∈ C1
B(RN ) the multiplication

v → av by a is a bounded operator on Hs(RN ). Moreover,

∃C > 0 ∀ v ∈ Hs(RN ) ‖av‖Hs(RN ) ≤ C‖a‖s
C1

B(RN )‖a‖
1−s
C0

B(RN )
‖v‖Hs(RN ).

Proof. The following two estimates are evident:

‖av‖L2(RN ) ≤ ‖a‖C0
B(RN )‖v‖L2(RN ),

‖av‖H1(RN ) ≤ ‖a‖C1
B(RN )‖v‖H1(RN ).

The rest is a consequence of the interpolation inequality. �

Now, we are ready to prove the asymptotic compactness of {S(t)}t≥0 in
L2(RN ).

Theorem 4.7 (Asymptotic compactness). Under the assumptions of Theo-
rem 4.3, the semigroup {S(t)}t≥0 is asymptotically compact in L2(RN ).

Proof. It is sufficient to show that for any ε > 0, there is a T = T (ε) > 0
such that

S(t)B0 has a finite ε-net in L2(RN ), for all t ≥ T ;

recall that B0 is the positively invariant absorbing set obtained in Theorem 4.2.
By the invariance of B0, we only need to prove that

(4.11) S(T )B0 has a finite ε-net in L2(RN ) for some T.

For convenience, we divide our proof into steps.

Step 1. By Theorem 4.3 we know that there exist constants T1 = T1(ε, ‖B0‖)
and h1 = h1(ε, ‖B0‖) such that

(4.12)
∫
|x|≥h1

|S(t)u0|2 dx <
ε

4
for all t ≥ T1, u0 ∈ B0.

Step 2. From (4.3) we have

(4.13)
∫ T1

0

(‖u(s)‖2
Hα(RN ) + ‖u(s)‖p+1

Lp+1(RN )
) ds

≤ Cλ,k1,c1(‖g‖2
H−α(RN )T1 + ‖u0‖2),

where u0 ∈ B0 and u(s) = S(s)u0, s ∈ [0, T1].
Set S( · )u0 for the function S( · )u0: s ∈ [0, T1] → S(s)u0 ∈ L2(RN ), and

denote
B1 := {S( · )u0 : u0 ∈ B0}.

Then (4.13) shows that

(4.14) B1 is bounded in L2(0, T1;Hα(RN )) ∩ Lp+1(0, T1;Lp+1(RN )).
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Consequently, due to the equation (1.1) (fulfilled in H−α(RN ))

ut = −(−∆)αu− λu− f(u) + g(x),

we also know that

(4.15) {ut : u ∈ B1} is bounded in L2(0, T1;H−α(RN )) + Lq(0, T1;Lq(RN )),

where 1/q + 1/(p + 1) = 1.

Step 3. Let u0i ∈ B0 and ui(t) = S(t)u0i, i = 1, 2. Set w(t) = u1(t)− u2(t),
then we know that w satisfies the following equation{

wt + (−∆)αw + f(u1)− f(u2) + λw = 0,

w(0) = u01 − u02.

Therefore, applying (1.3) and the inequality
∫

RN (−∆)αww dx ≥ 0, we deduce
that

(4.16) ‖w(T1)‖2 ≤ e2(λ−l)T1‖w(s)‖2 for any s ∈ [0, T1].

Step 4. Now we are ready to finish our proof by verifying (4.11) with T = T1.
Note that (4.14), (4.15) imply that B1|{x∈RN :|x|<h1} is bounded in L2(0, T1;

Hα({x ∈ RN : |x| < h1})) ∩ Lp+1(0, T1;Lp+1({x ∈ RN : |x| < h1})) (1) and
{ut : u ∈ B1}|{x∈RN :|x|<h1} is bounded in L2(0, T1;H−α({x ∈ RN : |x| <

h1})) + Lq(0, T1;Lq({x ∈ RN : |x| < h1})). Therefore (e.g. see [27]),

B1|{x∈RN :|x|<h1} is precompact in L2(0, T1;L2({x ∈ RN : |x| < h1}).

Hence, for such ε > 0 and T1, there exist ui ∈ B1, i = 1, . . . , mε, such that for
any u ∈ B1, there is some ui satisfying∫ T1

0

∫
|x|<h1

|u(x, s)− ui(x, s)|2 dx ds ≤ e−2lT1

2T1
ε,

which, combining with (4.16) and (4.12), implies that

‖u(T1) − ui(T1)‖2 =
∫

RN

|u(x, T1)− ui(x, T1)|2 dx

=
∫
|x|≥h1

|u(x, T1)− ui(x, T1)|2 dx +
∫
|x|<h1

|u(x, T1)− ui(x, T1)|2 dx

≤ 2
∫
|x|≥h1

(|u(x, T1)|2 + |ui(x, T1)|2) dx +
ε

2
< 2 · ε

4
+

ε

2
= ε,

that is, S(T1)B0 has a finite ε-net in L2(RN ). �

(1) The restriction of Hα(RN ) to the space of functions defined in the ball is understand
as in [32, Definition 4.2.1].
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4.3. Global attractor in L2(RN ). From Theorems 4.2 and 4.7, and the
continuity (4.1), applying the standard theory of dynamical systems, we can
deduce our main result of this section immediately:

Theorem 4.8. Under the assumptions of Theorem 4.7, {S(t)}t≥0 has a glo-
bal attractor A in L2(RN ); that is, A is compact, invariant and attracts every
L2(RN )-bounded set in L2(RN )-norm.

4.4. Further regularity for the attractor. In this subsection, similar
to [30], applying the Moser–Alikakos technique (e.g. see [1]), we will deduce
some higher regularity for the global attractor A through shifting it by a fixed
point of the stationary equation.

Consider the stationary equation corresponding to (1.1):

(4.17) (−∆)αφ + f(φ) + λφ = g(x), x ∈ RN .

Then, from the assumptions (1.2)–(1.3) and λ > k1, we know that (4.17) has at
least one solution φ(x) which satisfies

φ ∈ Hα(RN ) and ‖φ‖Hα(RN ) ≤ M1 = M1(‖g‖H−α(RN ), λ− k1) < ∞.

Now, we decompose the solution u(t) (obtained in Corollary 2.4) of (1.1)
with initial data u0 ∈ L2(RN ) as follows:

u(t) = w(t) + φ(x) for all t ≥ 0,

where φ is a fixed solution of (4.17); then w(t) solves globally (a kind of weak
solution as u(t) for (1.1)) the following equation:

(4.18)

{
wt + (−∆)αw + f(u)− f(φ) + λw = 0, (x, t) ∈ RN × (0,∞),

w(0, x) = u0(x)− φ(x), x ∈ RN .

We first recall a lemma given in [23] (also [24, Remark 1.28], and Corollary 3.2
for bounded domains Ω) for the fractional term:

Lemma 4.9 ([23]). Suppose that α ∈ (0, 1), β ≥ 2 and ϕ, Λ2αϕ ∈ Lβ(RN ).
Then, the following inequality holds:∫

RN

|ϕ|β−2ϕΛ2αϕ dx ≥ 2
β

∫
RN

(Λα|ϕ|β/2)2 dx.

Therefore, for each λ > 0 and β ≥ 2, we have the following equivalent norm
of |ϕ|β/2:∫

RN

|ϕ|β−2ϕΛ2αϕ dx + λ

∫
RN

|ϕ|β dx ≥ min
{

λ,
2
β

}
‖|ϕ|β/2‖2

Hα(RN ).
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Combining this with the embedding Hα(RN ) ↪→ L2N/(N−2α)(RN ) (N ≥ 2), we
have

(4.19)
∫

RN

|ϕ|β−2ϕΛ2αϕ dx+λ

∫
RN

|ϕ|βdx ≥ min
{

λ,
2
β

}
·Cα‖ϕ‖β

LβN/(N−2α)(RN )
,

where Cα is the embedding constant of Hα(RN ) ↪→ L2N/(N−2α)(RN ).
Next, using the Moser–Alikakos technique, we prove by induction on k (k =

0, 1, . . . ) the existence of Tk, depending on k and ‖B0‖, such that

(Ak)
∫

RN

|w(x, s)|2(N/(N−2α))k

dx ≤ Rk for any u0 ∈ B0 and s ≥ Tk,

and

(Bk)
∫ t+1

t

∫
RN

|w(x, s)|2(N/(N−2α))k+1
dx ds ≤ Rk

for any u0 ∈ B0 and t ≥ Tk,

where Rk depends only on k, ‖B0‖, Cα, λ, l and ‖g‖H−α(RN ).
(i) Initialization of the induction (k = 0).
The estimate (A0) can be obtained from Theorem 4.2 and the estimate

‖w(t)‖ ≤ ‖u(t)‖ + ‖φ‖; while (B0) can be proved exactly as that for (4.3):
multiplying (4.18) by w, then using (1.3), (A0) and the embedding (4.19) with
β = 2.

(ii) The induction argument
We now assume the (Ak) and (Bk) hold for k, and we prove that the same

is true for k + 1.
Multiplying (4.18) by |w|2(N/(N−2α))k+1−2 ·w and integrating over RN , then

we obtain that

(4.20) ck
d

dt

∫
RN

|w|2(N/(N−2α))k+1
dx +

∫
RN

|w|2(N/(N−2α))k+1−2 · wΛ2αw dx

+ λ

∫
RN

|w|2(N/(N−2α))k+1
dx ≤ l

∫
RN

|w|2(N/(N−2α))k+1
dx,

where the constant ck depends only on the spatial dimension N and k, and we
used (1.3).

Using (Bk) and the Uniform Gronwall lemma, we infer from (4.20) that

(4.21)
∫

RN

|w(x, t)|2(N/(N−2α))k+1
dx ≤ R′

k+1 for any t ≥ Tk + 1,

which shows that (Ak+1) is true.
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For (Bk+1), we integrate (4.20) with respect to t between t and t + 1, then
we have∫ t+1

t

( ∫
RN

|w|2(N/(N−2α))k+1−2 · wΛ2αw dx

+ (λ− l)
∫

RN

|w|2(N/(N−2α))k+1
dx

)
ds ≤ R′′

k+1 for all t ≥ Tk + 1,

where we have used (4.21). Hence, applying (4.19) with β = 2(N/(N − 2α))k+1,
we have

c

∫ t+1

t

( ∫
RN

|w|2(N/(N−2α))k+2
dx

)(N−2α)/N

ds ≤ R′′
k+1 for all t ≥ Tk + 1,

and using the interpolation inequality for Lp spaces we deduce (Bk+1) immedi-
ately. Note that the exponent k in (Ak) can be arbitrary and N/(N − 2α) > 1,
we indeed have proved the following asymptotic regularity result:

Theorem 4.10. Under the Assumption 4.1, for any bounded (in L2(RN ))
subset B ⊂ L2(RN ) and any δ ∈ [0,∞), there exist constants Tδ = T (‖B‖, δ)
and Mδ < ∞ such that

‖S(t)B − φ(x)‖L2+δ(RN ) ≤ Mδ for all t ≥ Tδ,

where φ is a (fixed) solution of (4.17).

As a corollary of Theorem 4.10, we have the following integrability for the
attractor A:

Corollary 4.11. Under the assumptions of Theorem 4.8, then A−φ(x) is
bounded in L2+δ(RN ) for any δ ≥ 0.

Note that the L2+δ(RN )-bound of A − φ(x) above will depends on δ since
our forcing term g belongs only to L2(RN ).

4.5. Closing remarks. To avoid repetitions of the considerations concern-
ing Cauchy’s problem in RN , and to shorten the paper, we formulate without
the proof a result concerning existence of the global attractor for (1.4). We only
mention here that (1.4) fall into the class of the gradient systems (see [21], also
[29], [10] for less restrictive definition).

Proposition 4.12. Let u be an ε-regular solution to (1.4) and p = 2. As-
sume that the conditions (1.5) and (1.6) are satisfied. Then the semigroup of
global solutions generated by (1.4) on X1 = Hα

2,{D}(Ω) is dissipative in Hα
2,{D}(Ω)

and possesses a global attractor A.

The proof of that property will follow the presentation in [10, pp. 712–713].
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