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THE EXISTENCE OF NONTRIVIAL CRITICAL POINT
FOR A CLASS OF STRONGLY INDEFINITE

ASYMPTOTICALLY QUADRATIC FUNCTIONAL
WITHOUT COMPACTNESS

Guanggang Liu — Shaoyun Shi∗ — Yucheng Wei

Abstract. In this paper, we show the existence of nontrivial critical point
for a class of strongly indefinite asymptotically quadratic functional with-

out compactness, by using the technique of penalized functionals and an

infinite dimensional Morse theory developed by Kryszewski and Szulkin.
Two applications are given to Hamiltonian systems and elliptic systems.

1. Introduction

Let E be a real Hilbert space with an inner product 〈 · , · 〉 and norm ‖ · ‖.
Consider the functional of the following form

(1.1) Φ(x) =
1
2
〈L∞x, x〉 − ϕ(x),

where L∞:E → E is a bounded linear selfadjoint Fredholm operator of index 0,
∇ϕ(0) = 0, ∇ϕ is a compact mapping and ∇ϕ(x) → 0 as ‖x‖ → ∞. Moreover,
we suppose that 0 ∈ σ(L∞) and Φ ∈ C2(E,R) is a strong indefinite functional,

2010 Mathematics Subject Classification. Primary 58E05; Secondary 34C25, 58F05, 35J65.

Key words and phrases. Strongly indefinite functional, filtration, Morse index, critical
group, Hamiltonian system, elliptic system.

This work was supported by NSFC grant (11371166) and National 973 project of China
(2012CB821200), SRFDP grant (20060183017).

∗ The corresponding author.

323



324 G. Liu — Sh. Shi — Y. Wei

i.e. Φ is unbounded from below and from above on any subspace of finite codi-
mension. Obviously, Φ is an asymptotically quadratic functional with a trivial
critical point 0.

The purpose of this paper is to find the nontrivial critical point of Φ. There
are two difficulties in treating this problem. On the one hand, since Φ is a strong
indefinite functional, it is well known that the Morse index of any critical point
of Φ must necessarily be infinite, therefore we can not expect to obtain any useful
information from the usual Morse theory. On the other hand, since 0 ∈ σ(L∞),
the global compactness of Φ may be lost.

To overcome the difficulties caused by the strongly indefinite property of func-
tional, some new techniques were developed. In 1997, Kryszewski and Szulkin[12]
developed an infinite dimensional Morse theory, which was applied to the asymp-
totically linear Hamiltonian systems, wave equations and elliptic systems. By
developing a method to compute the new cohomology critical groups both at
zero and at infinity precisely, A. Szulkin, W. M. Zou[23] and W. M. Zou[25] ob-
tained the existence of (multiple) nontrivial solutions for asymptotically linear
Hamiltonian systems, beam equations and noncooperative elliptic systems.

In 1997, Abbondandolo [1] developed another Morse theory for strongly indef-
inite functionals, which was applied to study the existence of nontrivial periodic
solutions for Hamiltonian systems. In [17], a similar result was obtained for an
asymptotically linear non-cooperative elliptic system by Abbondandolo’s theory.

In [8], a new Morse index theory for strongly indefinite functionals was de-
veloped via Galerkin approximation. This method was applied to the asymptot-
ically linear Hamiltonian systems [9], noncooperative elliptic systems [10], wave
equation and beam equations [24], respectively.

To overcome the difficulties caused by resonance, some kinds of conditions
were imposed to ensure the compactness of functional, for example, Landsman–
Lazer type condition [13]. In [15], A. Masiello and L. Pisani considered a bounded
resonance problem for semilinear elliptic equations. Since the assumptions that
imposed to the nonlinearities can not ensure the compactness of functional, they
used the technique of penalized functional. In [21], Su and Liu extended the
above result to the nonautonomous case with resonance both at zero and at
infinity. Moreover, they considered the multiplicity and sign-changing properties
of nontrivial solutions via the classical Morse theory.

In this paper, we consider the general bounded resonance strongly inde-
finite variational problem with the nonlinearity near infinity similar to that
in [15] and [21]. By using the infinite dimensional Morse theory developed by
Kryszewski and Szulkin and the technique of penalized functional, we obtain
the existence of nontrivial critical point for functional (1.1). As applications, we
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studied the existence of nontrivial solutions for Hamiltonian system and a class
of strongly indefinite elliptic system, respectively.

The paper is organized as follows. In Section 2, we introduce the infinite
dimensional Morse theory established by Kryszewski and Szulkin as preliminar-
ies. The main result and its proof will be given in Section 3. In Sections 4
and 5, some applications are given to Hamiltonian system and a class of strongly
indefinite elliptic system, respectively.

At the end of the section, we give some notations which will be used.
d(A,B) := inf{‖x− y‖ | x ∈ A, y ∈ B};
K(Φ) := {x ∈ E | Φ′(x) = 0};
Φa := {x ∈ E | Φ(x) ≤ a};
The kernel of operator L is denoted by N(L);
The image of operator L is denoted by R(L);
The space of bounded linear operators from E to F is denoted by L(E,F );
The Morse index of operator L is denoted by M−(L);
The nullity of operator L is denoted by M0(L).

2. Preliminaries

In this section, we introduce the infinite dimensional Morse theory established
by Kryszewski and Szulkin. We shall give some necessary definitions and results,
for more details, see [12].

Let (Gn)∞n=1 be a sequence of abelian groups. The asymptotic group of
(Gn)∞n=1 is defined by

[(Gn)∞n=1] :=
∞∏

n=1

Gn

/ ∞⊕
n=1

Gn.

Let {En}∞n=1 be a filtration of E, i.e. {En}∞n=1 is a sequence of closed sub-

spaces of E, En ⊆ En+1 and
∞⋃

n=1
En = E. Denote E := {En, dn}∞n=1 and the

orthogonal projector of E onto En by Pn, where (dn)∞n=1 is a sequence of non-
negative integers. For any integer q and closed subset (X,A) of E, we define the
q-th E-cohomology group of (X,A) with coefficients in a fixed field F by

Hq
E(X,A) := [(Hq+dn(X ∩ En, A ∩ En))∞n=1].

Here H∗
E satisfies all the Eilenberg–Steenrod axioms for cohomology except the

dimension axiom.
A functional Φ ∈ C1(E,R) is said to satisfy the (PS)∗ condition with respect

to E means that, whenever a sequence {yj} is such that yj ∈ Enj
for some nj ,

nj →∞, there is M > 0 such that |Φ(yj)| < M for all j ≥ 1 and Pnj∇Φ(yj) → 0
as j →∞, then {yj} has a convergent subsequence.
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For an isolated critical point p, if Φ ∈ C1(E,R) satisfies (PS)∗ condition,
then there is an admissible pair (W,W−) for Φ and p (see page 3189 of [12]).
We define the q-th critical group(q ∈ Z) of Φ at p with respect to E by

Cq
E(Φ, p) := Hq

E(W,W
−).

If Φ ∈ C1(E,R) satisfies (PS)∗ condition and the critical set K = K(Φ) is
compact, there is also an admissible pair (W,W−) for Φ and K with respect
to E (see page 3193 of [12]). In particular, if there exist a < b such that K ⊂
intΦ−1([a, b]), then (Φ−1([a, b]),Φ−1(a)) is an admissible pair for Φ and K. We
define the q-th critical group of Φ at infinity with respect to E by

Cq
E(Φ,K) = Hq

E(W,W
−) = Hq

E(Φ
−1([a, b]),Φ−1(a)).

Denote

[Z] :=
∞∏

n=1

Z
/ ∞⊕

n=1

Z, [Z+] := {[(ξn)∞n=1] ∈ [Z] : ξn ≥ 0 for almost all n}.

Let (X,B) be a pair of closed subsets of E with the property that for each q ∈ Z
there is an n(q) such that

dimHq+dn(X ∩ En, B ∩ En) <∞, for all n ≥ n(q),

then dimE H
q
E(X,B) := [(dimHq+dn(X ∩ En, B ∩ En)∞n=1] is a well-defined el-

ement of [Z+]. The sequence (dimHq+dn(X ∩ En, B ∩ En)∞n=1 will often be
constant for almost all n. In such a case we will write dimE H

q
E(X,B) = [d],

d being the constant. We will say that the pair (X,B) is of E-finite type, if
dimE H

q
E(X,B) is well-defined and dimE H

q
E(X,B) = [0] for almost all q ∈ Z.

Suppose Φ ∈ C1(E,R) satisfies (PS)∗ condition, (W,W−) is an admissible
pair for Φ and K(Φ) = {p1, . . . pk}. We call pj is of E-finite type, if some(and
therefore every) admissible pair for Φ and pj is E-finite. If (W,W−) and all pj

are E-finite, we define

Mq
E (W,W

−) :=
k∑

j=1

dimE C
q
E(Φ, pj), q ∈ Z,

βq
E(W,W

−) := dimE H
q
E(W,W

−), q ∈ Z.

Moreover, in such a case we define the Morse and the Poincaré polynomials of
(W,W−) by setting

ME(t,W,W−) :=
∞∑

q=−∞
Mq
E (W,W

−)tq, PE(t,W,W−) :=
∞∑

q=−∞
βq
E(W,W

−)tq.

Here ME and PE are not polynomials in the usual sense, some exponents q may
be negative, ME and PE are elements of [Z][t, t−1].
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Theorem 2.1 ([12]). Suppose that Φ ∈ C1(E,R) satisfies (PS)∗ condition,
(W,W−) is an admissible pair for Φ and K(Φ) := {p1, . . . pk}. If all pj are
E-finite, then the pair (W,W−) is E-finite, and there is a polynomial

Q(t) =
∞∑

q=−∞
aqt

q

such that aq ∈ [Z+], for all q ∈ Z, and

ME(t,W,W−) = PE(t,W,W−) + (1 + t)Q(t).

Let E be a real Hilbert space with a given filtration E = {En, dn}∞n=1.
A mapping f :D → E (D is a closed subset of E) is said to be A-proper

(with respect to E) if each bounded sequence {xj} ⊂ D such that xj ∈ Enj
∩D

for some nj , nj → ∞ and Pnj
f(xj) → y ∈ E as j → ∞, has a convergent

subsequence.

Proposition 2.2 ([12]). Assume that L ∈ L(E,E) is a self-adjoint Fred-
holm operator of index 0 and E is a given filtration. Pn:E → En and Qn:R(L) →
R(L) ∩ En are the orthogonal projectors, then

(a) There exists an n0 such that if n ≥ n0, then Pn|N(L):N(L) → PnN(L)
is a linear isomorphism and ‖z‖ ≤ 2‖Pnz‖, for all z ∈ N(L);

(b) En = (R(L) ∩ En) ⊕ PnN(L), and the spaces R(L) ∩ En and PnN(L)
are orthogonal;

(c) Pn −Qn → 0 in L(R(L), E) as n→∞;
(d) The sequence {R(L) ∩ En}∞n=1 is a filtration of R(L). More precisely,

for each x ∈ R(L), Qnx→ x as n→∞.

Proposition 2.3 ([12]). Let L ∈ L(E,E) be a self-adjoint operator. Then
the following conditions are equivalent:

(a) L is A-proper;
(b) L is a Fredholm operator of index 0 and there exist c > 0, n0 ≥ 1 such

that if n ≥ n0, then ‖PnLx‖ ≥ c‖x‖ for all x ∈ R(L) ∩ En.

Let L ∈ L(E,E) be a self-adjoint Fredholm operator, we define the E-Morse
index M−

E (L) of L by

M−
E (L) := lim

n→∞
(M−(QnL|R(L)∩En

)− dn),

where Qn:R(L) → R(L) ∩ En is the orthogonal projector.

Proposition 2.4 ([12]). Suppose L̃ ∈ L(E,E) is a self-adjoint Fredholm
operator of index 0 such that L̃(En) ⊂ En for almost all n and B ∈ L(E,E) is
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a self-adjoint compact operator.Then L̃−B is A-proper. If M−(L̃|En
) = dn + k

for almost all n and some k ∈ Z, then M−
E (L) is well-defined and finite.

Denote the dimension of the space N(L) by M0(L). As usual Pn:E → En

is the orthogonal projector from E to En.

Remark 2.5 ([12]). If N(L) ⊂ En0 for some n0, then when n ≥ n0,

M−
E (L) = lim

n→∞
(M−(QnL|R(L)∩En

)− dn) = lim
n→∞

(M−(PnL|En)− dn).

We may make use of E-Morse index of L to compute the critical group
C∗E(Φ, p) at isolated critical point p.

Theorem 2.6 ([12]). Suppose that Φ ∈ C1(E,R), p is an isolated critical
point of Φ, and

Φ(x) = Φ(p) +
1
2
〈L(x− p), x− p〉 − ψ(x),

where L is an invertible A-proper operator and ∇ψ(x) = o(‖x − p‖) as x → p.
If M−

E (L) is well-defined and finite, then

Cq
E(Φ, p) =

{
[F ], q = M−

E (L),

[0], q 6= M−
E (L).

3. The main result

Let E = E+ ⊕ E− ⊕ N(L∞) be the decomposition corresponding to the
positive, negative and zero part of the spectrum of L∞, L0 = Φ′′(0), and ϕ0(x) =
Φ(x)− 〈L0x, x〉/2.

We make the following assumptions:

(H1) There is a L̃ ∈ L(E,E) such that:
(1) L̃ is a linear self-adjoint Fredholm operator of index 0 in E;
(2) L∞ = L̃−B∞, L0 = L̃−B0, where B∞ and B0 are compact linear

self-adjoint operators in E;

(3) There exists {En, dn}∞n=1 with En ⊂ En+1 ⊂ E,
∞⋃

n=1
En = E, dn

and k are nonnegative integer, such that L̃(En) ⊂ En andM−(L̃|En
)

= dn + k;
(H2) ∇ϕ,∇ϕ0 are compact mappings, and ∇ϕ0(x) = o(‖x‖) as ‖x‖ → 0;
(H3) L0 is nondegenerate, i.e. M0(L0) = 0;
(H4) There exists a constant C > 0, such that ‖∇ϕ(x)‖ < C for all x ∈ E;
(H5) For a sequence {xj}, let xj = x−j + x0

j + x+
j , with x±j ∈ E± and x0

j ∈
N(L∞), if x+

j + x−j are bounded and ‖x0
j‖ → ∞ as j → ∞, then

lim
j→∞

‖ϕ′′(xj)‖ = 0.

The following is our main result.
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Theorem 3.1. Suppose (H1)–(H5) hold. If M−
E (L0) < M−

E (L∞) − 1 or
M−
E (L0) > M−

E (L∞)+M0(L∞)+1, then Φ(x) has at least one nontrivial critical
point.

To prove Theorem 3.1, we need some lemmas. Denote E ′ = {E′n, dn}∞n=1,
where E′n := (R(L∞) ∩ En)⊕N(L∞).

Let P ′n:E → E′n andQn:R(L∞) → R(L∞)∩En be the orthogonal projectors.

Lemma 3.2. Suppose (H1) holds, then L∞ and L0 are A-proper with respect
to E ′.

Proof. Since L∞ = L̃ − B∞, L̃ ∈ L(E,E) is a self-adjoint Fredholm ope-
rator of index 0 and B∞ ∈ L(E,E) is a self-adjoint compact operator, by Propo-
sition 2.4, L∞ is A-proper with respect to E .

Let {xj} be a bounded sequence such that xj ∈ E′nj
for some nj , nj → ∞

and P ′nj
L∞ → y ∈ E as j →∞.

Suppose xj = xj +x0
j ∈ (R(L∞)∩Enj

)⊕N(L∞) = E′nj
, let x̂j = xj +Pnj

x0
j .

By (b) of Proposition 2.2, Enj
= (R(L∞) ∩ Enj

) ⊕ PnN(L∞), then x̂j ∈ Enj

and ‖x̂j − xj‖ → 0 as j →∞. Since {xj} is bounded, {x̂j} is also bounded.
It is clear that P ′nj

x = Qnj
x for any x ∈ R(L∞). By (c) of Proposition 2.2,

Pnj
−Qnj

→ 0 in L(R(L∞), E), we have

Pnj
L∞xj − P ′nj

L∞xj = Pnj
L∞xj −Qnj

L∞xj → 0 as j →∞.

Furthermore, by dimN(L∞) <∞, we have (Pnj
−I)|N(L∞) → 0 in L(N(L∞), E)

as j →∞, so

PnjL∞Pnjx
0
j = PnjL∞(Pnj − I)x0

j → 0 as j →∞.

Hence

Pnj
L∞x̂j − P ′nj

L∞xj = Pnj
L∞(xj + Pnj

x0
j )− P ′nj

L∞(xj + x0
j )(3.1)

= Pnj
L∞xj − P ′nj

L∞xj + Pnj
L∞Pnj

x0
j → 0

as j → ∞. It follows from (3.1) and P ′nj
L∞xj → y that Pnj

L∞x̂j → y. Since
L∞ is A-proper with respect to E , {x̂j} has a convergent subsequence. Hence
{xj} also has a convergent subsequence, and L∞ is A-proper with respect to E ′.

Similarly, we can prove L0 is A-proper with respect to E ′. �

Remark 3.3. Since L∞ is A-proper with respect to E ′, by Proposition 2.3,
there exist n0 > 0 and C > 0 such that for n ≥ n0 and x ∈ R(L∞) ∩ En,
‖P ′nL∞x‖ ≥ C‖x‖, thus N(P ′nL∞|E′n) ∩ (R(L∞) ∩ En) = {0}. Note that E′n =
(R(L∞) ∩ En) ⊕ N(L∞), so for n ≥ n0, N(P ′nL∞|E′n) = N(L∞). Let E′n =
E′+n ⊕E′−n ⊕N(L∞) be the decomposition corresponding to the positive, negative
and zero part of the spectrum of P ′nL∞|E′n . By (b) of Proposition 2.3, there
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exist n0 and a constant C1 > 0 such that 〈P ′nL∞x, x〉 ≥ C1‖x‖2 for n ≥ n0 and
x ∈ E′+n , 〈P ′nL∞x, x〉 ≤ −C1‖x‖2 for n ≥ n0 and x ∈ E′−n .

Let Φρ(x) = Φ(x) + χρ(‖x0‖2), where χρ(t) ∈ C2(R,R), ρ > 0 and

(3.2) χρ(t) =

{
0, t ≤ ρ,

(t− ρ)4, t > ρ.

Lemma 3.4. Suppose (H1), (H2) and (H4) hold, then for every ρ > 0, Φρ

satisfies (PS)∗ condition with respect to E ′, and for n large enough Φρ|E′n satisfies
(PS) condition.

Proof. Let {xj} be a sequence with xj ∈ E′nj
for some nj , nj → ∞ and

P ′nj
∇Φρ(xj) → 0 as j →∞.
First we show the boundedness of {xj}. Let xj = x+

j + x−j + x0
j ∈ E′+nj

⊕
E′−nj

⊕N(L∞). Since P ′nj
∇Φρ(xj) → 0 as j →∞, by Remark 3.3 and (H4), we

have

o(‖x+
j ‖) = 〈P ′nj

∇Φρ(xj), x+
j 〉

= 〈P ′nj
L∞(xj), x+

j 〉 − 〈P ′nj
∇ϕ(xj), x+

j 〉 ≥ C1‖x+
j ‖

2 − C0‖x+
j ‖

as j →∞, and

o(‖x−j ‖) = 〈P ′nj
∇Φρ(xj), x−j 〉

= 〈P ′nj
L∞(xj), x−j 〉 − 〈P ′nj

∇ϕ(xj), x−j 〉 ≤ −C1‖x−j ‖
2 + C0‖x−j ‖

as j →∞. Hence {x+
j } and {x−j } are bounded, and thus {x+

j +x−j } is bounded.
Moreover, by (H4),

(3.3) o(‖x0
j‖) = 〈P ′nj

∇Φρ(xj), x0
j 〉 = −〈P ′nj

∇ϕ(xj), x0
j 〉+ 2χ′ρ(‖x0

j‖2)‖x0
j‖2

≥ −C0‖x0
j‖+ 2χ′ρ(‖x0

j‖2)‖x0
j‖2.

By the definition of χρ and (3.3), {x0
j} is bounded. Hence {xj} is bounded.

Now we show that {xj} has a convergent subsequence. Since {xj} is bounded,
∇ϕ is compact and dimN(L∞) <∞, there exists a subsequence of {xj} (for sim-
plicity still denote by {xj}) and y ∈ E such that P ′nj

∇ϕ(xj)−2χ′ρ(‖x0
j‖2)x0

j → y.

Since

P ′nj
∇Φρ(xj) = P ′nj

L∞(xj)− P ′nj
∇ϕ(xj) + 2χ′ρ(‖x0

j‖2)x0
j → 0,

we have P ′nj
L∞(xj) → y. By Lemma 3.2, L∞ is A-proper with respect to E ′, so

{xj} has a convergent subsequence. This means that Φρ satisfies (PS)∗ condition
with respect to E ′.

By a similar argument we can show that for n large enough, any (PS) se-
quence {xj}(xj ∈ E′n) of Φρ|E′n is bounded. Since E′n is finite dimensional, {xj}
has a convergent subsequence. Therefore for n large enough Φρ|E′n satisfies (PS)
condition. �
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Remark 3.5. Note that in Lemma 3.4 one needs not to assume {Φρ(xj)}
to be bounded. Hence the critical point set of Φρ is compact for every ρ > 0.

Lemma 3.6. Suppose (H1), (H2) and (H4) hold, then M−
E′(L∞) = M−

E (L∞).

Proof. Since N(L∞) ⊂ E′n, according to Remark 2.5, we have

M−
E′(L∞) = lim

n→∞
(M−(P ′nL∞|E′n)− dn).

On the other hand,

E′n := (R(L∞) ∩ En)⊕N(L∞) and P ′nL∞|R(L∞)∩En
= QnL∞|R(L∞)∩En

,

so

M−
E′(L∞) = lim

n→∞
(M−(P ′nL∞|E′n)− dn)

= lim
n→∞

(M−(QnL∞|R(L∞)∩En
)− dn) = M−

E (L∞). �

Lemma 3.7. Suppose (H1) holds. If Φ′′ρ(x0) is invertible, then

M−
E′(Φ

′′
ρ(x0)) = M−

E (Φ′′ρ(x0)).

Proof. Denote L = Φ′′ρ(x0). Since L is invertible, according to Remark 2.5,
we have

M−
E′(L) = lim

n→∞
(M−(P ′nL|E′n)− dn), M−

E (L) = lim
n→∞

(M−(PnL|En)− dn).

Since dimN(L∞) <∞, there exists εn → 0 such that

(3.4) ‖Pnz − z‖ ≤ εn‖z‖, for all z ∈ N(L∞).

By Proposition 2.2, there exists a n0 > 0 such that Pn:N(L∞) → PnN(L∞)
is a linear isomorphism when n ≥ n0. Note that

E′n = (R(L∞) ∩ En)⊕N(L∞), En = (R(L∞) ∩ En)⊕ PnN(L∞).

When n ≥ n0, for x = x + x0 ∈ (R(L) ∩ En) ⊕ N(L∞) = E′n, we define
Hn:E′n → En by Hn(x) = x+ Pnx

0, then Hn is a linear isomorphism.
Since L is invertible, according to Lemma 3.2 and Proposition 2.3, there exists

a n1 > n0 such that P ′nL|E′n is also invertible when n ≥ n1. Hence, for n ≥ n1,
N(P ′nL|E′n) = 0, and let E′n = E′+n ⊕E′−n be the decomposition corresponding to
the positive and the negative part of the spectrum of P ′nL|E′n . For n ≥ n1 there
exists a constant C2 > 0 such that 〈Lx, x〉 = 〈P ′nLx, x〉 ≥ C2‖x‖2 for x ∈ E′+n
and 〈Lx, x〉 = 〈P ′nLx, x〉 ≤ −C2‖x‖2 for x ∈ E′−n .
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For x ∈ E′−n \ {0}, let x = x+ x0 ∈ (R(L∞) ∩ En)⊕N(L∞), then by (3.4),
for n ≥ n1 large enough

(3.5) 〈PnLHnx,Hnx〉 = 〈L(x+ Pnx
0), (x+ Pnx

0)〉
= 〈L(x− x0 + Pnx

0), (x− x0 + Pnx
0)〉

= 〈Lx, x〉+ 2〈Lx, (Pnx
0 − x0)〉+ 〈L(Pnx

0 − x0), (Pnx
0 − x0)〉

≤ −C2‖x‖2 + 3εn‖L‖‖x‖2 < 0.

Since Hn:E′n → En is an isomorphism, then En = HnE
′+
n ⊕ HnE

′−
n . Thus

by (3.5), we have 〈PnLx, x〉 < 0 for x ∈ HnE
′−
n , this implies that

M−(PnL|En
) ≥M−(P ′nL|E′n).

Similarly we can prove that 〈PnLx, x〉 > 0 for x ∈ HnE
′+
n , and thus

M−(PnL|En) ≤M−(P ′nL|E′n).

Hence M−(P ′nL|E′n) = M−(PnL|En). Therefore,

M−
E′(L) = lim

n→∞
(M−(P ′nL|E′n)− dn) = lim

n→∞
(M−(PnL|En)− dn) = M−

E (L). �

According to Theorem 2.6, (H2), (H3), Lemma 3.2 and Lemma 3.7, we have

(3.6) Cq
E′(Φρ, 0) = Cq

E′(Φ, 0) =

{
[F ], q = M−

E (L0),

[0], q 6= M−
E (L0).

Lemma 3.8. Suppose (H1), (H2) and (H4) hold, then for any ρ > 0, the
critical group for Φρ at infinity is

Cq
E′(Φρ,K(Φρ)) =

{
[F ], q = M−

E (L∞),

[0], q 6= M−
E (L∞).

Proof. By Remark 3.5, K(Φρ) is compact, so we can choose b > 0 such
that K(Φρ) ⊂ intΦ−1

ρ ([−b, b]). By the definition of Cq
E′(Φρ,K(Φρ)), we need to

compute Hq
E′(Φ

−1
ρ ([−b, b]),Φ−1

ρ (−b)).
Consider the operator P ′nL∞|E′n : E′n → E′n. By Remark 3.3, for x ∈ E′n, we

can set x = x+ + x− + x0 ∈ E′+n ⊕ E′−n ⊕N(L∞). By (H4), for n ≥ n0 we have

〈P ′n∇Φρ(x), x−〉 = 〈P ′nL∞x, x−〉 − 〈P ′n∇ϕ(x), x−〉 ≤ −C1‖x−‖2 + C‖x−‖.

Hence there is a R > 0 large enough such that

(3.7) 〈P ′n∇Φρ(x), x−〉 < −a, x ∈ E′n \ (E′n ∩ UR),

where a > 0 is a constant, UR := {x ∈ E | ‖x−‖ ≤ R}. This implies that Φρ|E′n
has no critical point in E′n \ (E′n ∩UR), and the negative gradient vector field of
Φρ|E′n points outward of E′n ∩ UR on ∂(E′n ∩ UR).
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By Remark 3.3 and (H4), for any x ∈ E′n ∩ UR, we have

(3.8) Φρ(x) =
1
2
〈L∞x+, x+〉+

1
2
〈L∞x−, x−〉 − ϕ(x) + χρ(‖x0‖2)

≥ 1
2
C1‖x+‖2 − 1

2
‖L‖R2 − C(‖x+‖+R+ ‖x0‖) + χρ(‖x0‖2),

By the definition of χρ and (3.8), we can choose b > 0 sufficiently large such that
Φρ(x) > −b for n ≥ n0 and x ∈ E′n∩UR, therefore Φ−b

ρ ∩E′n ⊂ E′n\(E′n∩UR). By
Lemma 3.4, we can take n0 large enough such that Φρ|E′n satisfies (PS) condition
for n ≥ n0. Note that Φρ|E′n has no critical points in E′n \ (E′n ∩ UR) and the
negative gradient vector field of Φρ|E′n points outward of E′n∩UR on ∂(E′n∩UR),
we can construct a deformation mapping γ1:E′n \ (E′n ∩UR) → Φ−b

ρ ∩E′n by the
flow generated by −P ′n∇Φρ|E′n .

We claim that one can choose b and n0 large enough such that for n ≥ n0,
K(Φρ|E′n) ⊂ Φb

ρ ∩ E′n. Indeed, if this is not true, there is a sequence {xj} such
that xj ∈ E′nj

for some nj , P ′nj
∇Φρ(xj) = 0, nj → ∞ and Φρ(xj) → ∞ as

j →∞. Since in the proof of Lemma 3.4 we do not need to assume {Φρ(xj)} to
be bounded, by Lemma 3.4 there exists x0 ∈ E such that {xj} has a subsequence
(still denoted by {xj}) which converges to x0, thus Φρ(xj) → Φρ(x0), therefore
we get a contradiction. On the other hand, Φρ|E′n satisfies (PS) condition, by
deformation lemma, there is a deformation retract γ2:E′n → Φb

ρ ∩ E′n.
Therefore, for n ≥ n0, we have

Hq(Φb
ρ∩E′n,Φ−b

ρ ∩E′n) ∼= Hq(E′n, E
′
n\(E′n∩UR)) =

{
F , q = M−(P ′nL∞|E′n),

0, q 6= M−(P ′nL∞|E′n).

By Lemma 3.6 and M−
E′(L∞) = lim

n→∞
(M−(P ′nL∞|E′n)−dn), there exists n1 > n0

such that M−
E (L∞) = M−

E′(L∞) = M−(P ′nL∞|E′n) − dn for any n ≥ n1. Hence
we have

Hq(Φb
ρ ∩ E′n,Φ−b

ρ ∩ E′n) =

{
F , q = M−

E (L∞) + dn,

0, q 6= M−
E (L∞) + dn,

and

Hq
E′(Φ

b
ρ,Φ

−b
ρ ) ∼= [(Hq+dn(Φb

ρ ∩ E′n,Φ−b
ρ ∩ E′n))∞n=1] =

{
[F ], q = M−

E (L∞),

[0], q 6= M−
E (L∞).

By excision and the definition of Cq
E′(Φρ,K(Φρ)),

Cq
E′(Φρ,K(Φρ)) ∼= Hq

E′(Φ
−1
ρ ([−b, b]),Φ−1

ρ (−b)) ∼= Hq
E′(Φ

b
ρ,Φ

−b
ρ ). �

Lemma 3.9. There exists a constant M > 0 independent of ρ such that
for any x ∈ K(Φρ) with x = x+ + x− + x0 ∈ E+ ⊕ E− ⊕ N(L∞), we have
‖x+ + x−‖ < M .
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Proof. For x ∈ K(Φρ) with x = x+ + x− + x0 ∈ E+ ⊕ E− ⊕ N(L∞),
by (H4), one has

0 = 〈∇Φρ(x), x+〉 = 〈L∞x, x+〉 − 〈∇ϕ(x), x+〉 ≥ C‖x+‖2 − C0‖x+‖,
0 = 〈∇Φρ(x), x−〉 = 〈L∞x, x−〉 − 〈∇ϕ(x), x−〉 ≤ −C‖x−‖2 + C0‖x−‖,

where C0 and C are constants independent of ρ. So there exist constants
M1,M2 > 0 independent of ρ > 0 such that for x ∈ K(Φρ), we have ‖x+‖ < M1,
‖x−‖ < M2. Let M = M1 +M2, we have ‖x+ + x−‖ < M . �

Proof of Theorem 3.1. For x ∈ E, let x = x+ + x− + x0 ∈ E+ ⊕ E− ⊕
N(L∞). If Φ has no nontrivial critical point, then Φρ has no nontrivial critical
point in set Eρ := {x ∈ E | ‖x0‖2 ≤ ρ}. Since M−

E (L0) 6= M−
E (L∞), the critical

set K(Φρ)\{0} is not empty. According to Remark 3.5, K(Φρ)\{0} is compact,
so d := d(K(Φρ), Eρ) > 0. Let Nδ(A) := {x ∈ E | d(x,A) < δ}. By the Marino–
Prodi perturbation technique [20], for any ε > 0, 0 < τ < min{1, d/3}, there
exists a C2 functional Iρ such that

(a) ‖Φρ − Iρ‖C2 < ε;
(b) Φρ(x) = Iρ(x), x ∈ E \N2τ (K(Φρ));
(c) Φ′′ρ(x) = I ′′ρ (x), x ∈ Nτ (K(Φρ)), K(Iρ) ⊂ Nτ (K(Φρ)), and the critical

points of Iρ are all nondegenerate.

By (b), (3.6) and Lemma 3.8 we have

Cq
E′(Iρ,K(Iρ)) = Cq

E′(Φρ,K(Φρ)) =

{
[F ], q = M−

E (L∞),

[0], q 6= M−
E (L∞),

(3.9)

Cq
E′(Iρ, 0) = Cq

E′(Φρ, 0) =

{
[F ], q = M−

E (L0),

[0], q 6= M−
E (L0).

(3.10)

We claim that: there exists a constant β > 0 independent of ρ such that if x ∈
K(Iρ) satisfies M−

E (I ′′ρ (x)) < M−
E (L∞) or M−

E (I ′′ρ (x)) > M−
E (L∞) + M0(L∞),

then ‖x0‖ ≤ β.

If the claim is not true, then there exists a sequence {xi} such that xi ∈
K(Iρi

), ρi > 0, M−
E (I ′′ρi

(xi)) < M−
E (L∞) or M−

E (I ′′ρi
(xi)) > M−

E (L∞)+M0(L∞),
and ‖x0

i ‖ → ∞ as i→∞
Since K(Iρi) ⊂ Nτ (K(Φρi)), there exists x′i ∈ K(Φρi) such that ‖xi − x′i‖ <

τ < 1. By Lemma 3.9, ‖x′+i + x′−i ‖ < M . Hence ‖x+
i + x−i ‖ < M + 1. On the

other hand ‖x0
i ‖ → ∞ as i → ∞, so by (H5), |ϕ′′(xi)‖ → 0 as i → ∞. Hence

there exists i0 > 0 such that for any i ≥ i0, we have ‖ϕ′′(xi)‖ < C1/2, where C1

is given in Remark 3.3.
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For n ≥ n0, y− ∈ E′−n \ {0}, y+ ∈ E′+n \ {0}, by Remark 3.3 and (c), we get

〈P ′nI ′′ρ (xi)y−, y−〉 = 〈P ′nΦ′′ρ(xi)y−, y−〉
= 〈P ′nL∞y−, y−〉 − 〈P ′nϕ′′(xi)y−, y−〉
≤ −C1‖y−‖2 + ‖ϕ′′(xi)‖‖y−‖2 < 0,

〈P ′nI ′′ρ (xi)y+, y+〉 = 〈P ′nΦ′′ρ(xi)y+, y+〉
= 〈P ′nL∞y+, y+〉 − 〈P ′nϕ′′(xi)y+, y+〉
≥ C1‖y+‖2 − ‖ϕ′′(xi)‖‖y+‖2 > 0.

Hence for n ≥ n0 and i ≥ i0,

M−(P ′nI
′′
ρ (xi)|E′n) ≥M−(P ′nL∞|E′n),(3.11)

M−(P ′nI
′′
ρ (xi)|E′n) ≤M−(P ′nL∞|E′n) +M0(L∞).(3.12)

Since the critical points xi are all nondegenerate, by Lemma 3.7, (3.11), (3.12)
and (c) for i ≥ i0, we have

M−
E (I ′′ρ (xi)) = M−

E′(I
′′
ρ (xi)) = lim

n→∞
(M−(P ′nI

′′
ρ (xi)|E′n)− dn)

≥ lim
n→∞

(M−(P ′nL∞|E′n)− dn) = M−
E′(L∞) = M−

E (L∞),

M−
E (I ′′ρ (xi)) = M−

E′(I
′′
ρ (xi)) = lim

n→∞
(M−(P ′nI

′′
ρ (xi)|E′n)− dn)

≤ lim
n→∞

(M−(P ′nL∞|E′n)− dn) +M0(L∞)

= M−
E′(L∞) +M0(L∞) = M−

E (L∞) +M0(L∞).

This leads to a contradiction. The claim is proved.
Take ρ = β2 + 1, then Iρ has no nontrivial critical point in the set Eρ, so for

x ∈ K(Iρ)\{0}, we have ‖x0‖ > β. By the above claim, for any x ∈ K(Iρ)\{0},

(3.13) M−
E (L∞) ≤M−

E (I ′′ρ (x)) ≤M−
E (L∞) +M0(L∞).

Since the critical set K(Iρ) of Iρ is compact, and the elements of K(Iρ) are
all nondegenerate, K(Iρ) is a finite set. Assume that K(Iρ)\{0} = {x1, . . . , xn},
and denote m−

E (xi) = M−
E (I ′′ρ (xi)). From (3.9), (3.10), Theorems 2.6 and 2.1 we

know that

(3.14) tM
−
E (L0) +

n∑
i=1

tm
−
E (xi) = tM

−
E (L∞) + (1 + t)Q(t).

Since the left-hand side of (3.14) contains the exponent M−
E (L0) and M−

E (L0) 6=
M−

ε (L∞). Therefore Q(t) must have a nonzero term with exponent M−
E (L0) or

M−
E (L0)−1, and it follows that there is a nonzero term with exponentM−

E (L0)+1
or M−

E (L0) − 1 on the left-hand side. Hence there exists xi ∈ K(Iρ) such that
m−
E (xi) = M−

ε (L0) − 1 or m−
E (xi) = M−

E (L0) + 1. So according to the con-
dition M−

E (L0) < M−
E (L∞) − 1 or M−

E (L0) > M−
E (L∞) + M0(L∞) + 1, we



336 G. Liu — Sh. Shi — Y. Wei

have m−
E (xi) < M−

E (L∞) or m−
E (xi) > M−

E (L∞) + M0(L∞). This contradicts
to (3.13), so Φ has at least one nontrivial critical point. �

4. Application to Hamiltonian systems

Consider the following Hamiltonian systems

(4.1) ż = JHz(z, t),

where J =
(

0 −I

I 0

)
is the standard symplectic matrix.

First we introduce the following assumptions:

(A1) H ∈ C2(R2N × R) is 2π-periodic in t;
(A2) H(z, t) = 1

2A(t)z · z + G(z, t), where A(t) is a symmetric 2N × 2N
matrix with 2π-periodic entries, and |Gz(z, t)| ≤ C for some C > 0 and
all (z, t) ∈ R2N × R;

(A3) H(z, t) = 1
2A0(t)z · z + G0(z, t),where A0(t) is a symmetric 2N × 2N

matrix with 2π-periodic entries, and (G0)z(z, t) = o(|z|) uniformly in t

as |z| → 0;
(A4) The equation ż = JA0(t)z has no nontrivial 2π-periodic solution;
(A5) ‖Gzz(z, t)‖ → 0 uniformly in t as |z| → ∞.

Let

E =
{
z(t)

∣∣∣∣ z(t) = a0 +
∞∑

k=1

ak cos kt+ bk sin kt, a0, ak, bk ∈ R2N ,

∞∑
k=1

k(|ak|2 + |bk|2) <∞
}
.

Then E is a Hilbert space with inner product 〈 · , · 〉 defined by

〈z, z′〉 = 2πa0 · a′0 + π
∞∑

k=1

k(ak · a′k + bk · b′k).

Let

Φ =
1
2

∫ 2π

0

(−Jż · z)dt−
∫ 2π

0

H(z, t) dt.

By (A2) and (A5), ‖Hzz(z, t)‖ ≤ C ′(1+ |z|s) for some C ′ > 0, s ∈ (0,∞) and all
(z, t) ∈ R2N×R, then it is known [18] that Φ ∈ C2(E,R) and z(t) is a 2π-periodic
solution of (4.1) if and only if it is a critical point of Φ.

Let L̃, B∞ and B0 be the linear operators from E to E defined by

〈L̃z, z′〉 :=
∫ 2π

0

(−Jż · z′) dt, forall z, z′ ∈ E,

〈B∞z, z′〉 :=
∫ 2π

0

(A(t)z · z′) dt, for all z, z′ ∈ E,
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〈B0z, z
′〉 :=

∫ 2π

0

(A0(t)z · z′) dt, for all z, z′ ∈ E.

Then L̃ is a self-adjoint Fredholm operator of index 0, B∞ and B0 are compact
self-adjoint operators.

Let

ϕ(z) =
∫ 2π

0

G(z, t) dt, ϕ0(z) =
∫ 2π

0

G0(z, t) dt.

Then ∇ϕ and ∇ϕ0 are compact mappings, satisfy ∇ϕ(x) = o(‖x‖) as ‖x‖ → ∞
and ∇ϕ0(x) = o(‖x‖) as ‖x‖ → 0.

Denote L∞ = L̃−B∞, L0 = L̃−B0, we can rewrite Φ by

Φ =
1
2
〈L∞z, z〉 − ϕ(z) =

1
2
〈L0z, z〉 − ϕ0(z).

Let

En :=
{
z ∈ E

∣∣∣∣ z(t) = a0 +
n∑

k=1

ak cos kt+ bk sin kt, a0, ak, bk ∈ R2N

}
,

then {En}∞n=1 is a filtration of E. Set dn := N(2n + 1) and E := {En, dn}∞n=1,
then it is easy to see that L̃(En) ⊂ En and M−(L̃|En) = 2nN = dn −N . Hence
Φ satisfies conditions (H1), (H2).

It follows from (A4) that Φ satisfies the condition (H3).
It follows from (A2) that

|〈∇ϕ(z), w〉| =
∣∣∣∣ ∫ 2π

0

Gz(z, t)w dt
∣∣∣∣ ≤ ∫ 2π

0

|Gz(z, t)||w| dt ≤ C‖w‖,

for all z, w ∈ E for some C > 0, so ‖∇ϕ(z)‖ ≤ C,∀z ∈ E. Hence Φ satisfies the
condition (H4).

In what following we show that Φ satisfies the condition (H5), the idea is
similar to that in [3].

Lemma 4.1. Suppose (A1), (A2) and (A5) hold, then the functional Φ sat-
isfies (H5).

Proof. Assume that the sequence {xj} satisfies that {x+
j +x−j } is bounded

and ‖x0
j‖ → ∞ as j →∞, we will show that ‖ϕ′′(xj)‖ → 0 as j →∞.

First, since {x+
j + x−j } is bounded and E ↪→ L2([0, 2π],R2N ) is compact em-

bedding, the sequence {x+
j +x−j } contains in a compact subset of L2([0, 2π],R2N ).

Since x0
j ∈ N(L∞), x0

j satisfies the equation

ẋ0
j = JA(t)x0

j ,

then we obtain

x0
j (t) = x0

j (t0) +
∫ t

t0

JA(s)x0
j (s) ds,
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thus

|x0
j (t)| ≤ |x0

j (t0)|+
∫ t

t0

|JA(s)||x0
j (s)| ds ≤ |x0

j (t0)|+ C

∫ 2π

0

|x0
j (s)| ds,

where C > 0 is a constant. It follows from Gronwall inequality that

(4.2) max{|x0
j (t)||t ∈ [0, 2π]} ≤ C ′min{|x0

j (t)||t ∈ [0, 2π]}.

Since ‖x0
j‖ → ∞ as j → ∞ and dimN(L∞) < ∞, according to the equivalence

of the norm between finite dimension spaces, we have ‖x0
j‖C0 → ∞ as j → ∞,

that is max{|x0
j (t)| | t ∈ [0, 2π]} → ∞ as j →∞. By (4.2), one has

min{|x0
j (t)| | t ∈ [0, 2π]} → ∞ as j →∞.

Denote xj = x+
j +x−j . We claim that: for any ε > 0 there exists M > 0 such

that

mes{t | xj(t) ≥M} < ε.

If the claim is not true, then there exists ε0 > 0 such that there is a subsequence
of {xj} (still denoted by {xj}) such that mes{t | xj(t) ≥ Mj} > ε0, where
Mj → ∞ as j → ∞. Since the sequence {xj} contains in a compact subset
of L2([0, 2π],R2N ), there exists x0 ∈ E such that in L2([0, 2π],R2N ) there is a
subsequence of {xj} (still denoted by {xj}), converges to x0, thus, we have∫ 2π

0

|xj(t)|2 dt→
∫ 2π

0

|x0(t)|2 dt <∞.

This contradicts to ∫ 2π

0

|xj(t)|2 dt ≥M2
j ε0 →∞, j →∞.

The claim is proved.
For any ε > 0, by the above claim and (A5), there exist M > 0 and X > 0

such that mes{t | xj(t) ≥ M, t ∈ [0, 2π]} < ε, and ‖Gzz(z, t)‖ < ε for |z| > X.
Denote Y = {t | xj(t) ≤M, t ∈ [0, 2π]} and since min{|x0

j (t)| | t ∈ [0, 2π]} → ∞
as j →∞, there exists j0 > 0 such that

|xj(t)| = |xj(t) + x0
j (t)| ≥ |x0

j (t)| −M > X

for t ∈ Y and j ≥ j0. Moreover, by (A5), there exists M0 > 0 such that
sup{‖Gzz(z, t)‖ | (z, t) ∈ R2N × R} ≤M0. Hence for j ≥ j0, we have∫ 2π

0

‖Gzz(xj(t), t)‖2 dt =
∫

Y

‖Gzz(xj(t), t)‖2 dt

+
∫

[0,2π]\Y
‖Gzz(xj(t), t)‖2 dt ≤ 2πε2 +M2

0 ε.



The Existence of Nontrivial Critical Point 339

By Hölder inequality and Sobolev inequality, if j ≥ j0 we have

|〈ϕ′′(xj)v, v〉| =
∣∣∣∣ ∫ 2π

0

Gzz(xj(t), t)v · v dt
∣∣∣∣ ≤ ∫ 2π

0

‖Gzz(xj(t), t)‖|v|2 dt

≤
( ∫ 2π

0

‖Gzz(xj(t), t)‖2 dt

)1/2( ∫ 2π

0

|v|4 dt
)1/2

≤ (2πε2 +M2
0 ε)

1/2‖v‖2
L4([0,2π],R2N ) ≤ C ′(2πε2 +M2

0 ε)
1/2‖v‖2

E ,

where C ′ > 0 is a constant. Hence ‖ϕ′′(xj)‖ → 0 as j → ∞, Φ satisfies the
condition (H5). �

Note that L∞ and L0 are decided by A(t) and A0(t) respectively, we can
denote j−(A) := M−

E (L∞), j0(A) := M0(L∞), j−(A0) := M−
E (L0), j0(A0) :=

M0(L0). According to Theorem 3.1 we have the following result.

Theorem 4.2. Suppose that (4.1) satisfies conditions (A1)–(A5), and j−(A0)
< j−(A)−1 or j−(A0) > j−(A)+j0(A)+1, then (4.1) has at least one nontrivial
2π-periodic solution.

Remark 4.3. There are many results about the existence of nontrivial so-
lutions of Hamiltonian systems resonant at infinity, some used the Landersman–
Lazer type conditions, which implies that the global compactness((PS)∗ condi-
tion) of the functional is guaranteed, see [12], [22], some used strong resonance
condition, which implies that the functional satisfies the (PS)∗ condition apart
from some exceptional levels, see [5], [19]. Here we use a different condition,
which is similar as in [21] for second order elliptic equation. Under this condi-
tion, the (PS)∗ condition may fail at any level.

5. Application to elliptic system

Consider the following strongly indefinite elliptic system

(5.1)


−4u = Fv(x, u, v) in Ω,

−4v = Fu(x, u, v) in Ω,

u = v = 0 on ∂Ω,

where Ω ⊂ RN is a bounded domain with smooth boundary. Problem (5.1) has
been studied in [6] for subquadratic F , in [7], [11] for superquadratic F . Here we
are interested in the asymptotically quadratic case and introduce the following
assumptions:

(B1) F (x, u, v) ∈ C2(Ω× R2,R);
(B2) F (x, u, v) = 1

2a(x)u
2 + b(x)uv + 1

2c(x)v
2 +G(x, u, v),

where a(x), b(x), c(x) ∈ C(Ω,R), and there exists C > 0 such that
|Gu(x, u, v)|+ |Gv(x, u, v)| < C, for all (x, u, v) ∈ Ω× R2;

(B3) F (x, u, v) = 1
2a0(x)u2 + b0(x)uv + 1

2c0(x)v
2 +G0(x, u, v),
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where a0(x), b0(x), c0(x) ∈ C(Ω,R), and |(G0)u(x, u, v)|+|(G0)v(x, u, v)| =
o(|u|+ |v|) uniformly in x as |u|+ |v| → 0;

(B4) The equation
−4u = b0(x)u+ c0(x)v in Ω,

−4v = a0(x)u+ b0(x)v in Ω,

u = v = 0 on ∂Ω

has no nonzero solution;
(B5) ‖D2G(x, u, v)‖ → 0 uniformly in x as |u|+ |v| → ∞.

Let H1
0 (Ω) be the usual Sobolev space and set E := H1

0 (Ω)×H1
0 (Ω). Then

E is a Hilbert space with inner product given by

〈(u, v), (u′, v′)〉 =
∫

Ω

(∇u · ∇u′ +∇v · ∇v′) dx, for all (u, v), (u′, v′) ∈ E.

It follows from (B1), (B2) and (B5) that the functional Φ:E → R defined by

Φ(u, v) =
∫

Ω

∇u · ∇v dx−
∫

Ω

F (x, u, v) dx

is of class C2(E,R) and critical points of Φ correspond to weak solutions of (5.1) [18].
Let 0 < λ1 < λ2 ≤ . . . be the eigenvalues of the operator −4 in H1

0 (Ω) and
let (en)∞n=1 be the corresponding orthonormal basis of eigenfunctions.

Set En := span{(ei, 0), (0, ej) : 1 ≤ i, j ≤ n}, E = {En, n}∞n=1.
For (u, v), (u′, v′) ∈ E, we define the linear operators L̃, B∞ and B0 by

〈L̃(u, v), (u′, v′)〉 :=
∫

Ω

(∇v · ∇u′ +∇u · ∇v′) dx,

〈B∞(u, v), (u′, v′)〉 :=
∫

Ω

(a(x)uu′ + b(x)u′v + b(x)uv′ + c(x)vv′) dx,

〈B0(u, v), (u′, v′)〉 :=
∫

Ω

(a0(x)uu′ + b0(x)u′v + b0(x)uv′ + c0(x)vv′) dx.

Then L̃ is a self-adjoint Fredholm operator of index 0, L̃(En)⊂En, M
−(L̃|En)=n.

B∞ and B0 are compact self-adjoint operator. Let

ϕ(u, v) =
∫

Ω

G(x, u, v) dx, ϕ0(u, v) =
∫

Ω

G0(x, u, v) dx,

then ∇ϕ and ∇ϕ0 are compact mappings. By (B2) and (B3), ∇ϕ(u, v) =
o(‖(u, v)‖) as ‖(u, v)‖ → ∞ and ∇ϕ0(u, v) = o(‖(u, v)‖) as ‖(u, v)‖ → 0. Denote
L∞ = L̃−B∞, L0 = L̃−B0, we can rewrite Φ by

Φ =
1
2
〈L∞(u, v), (u, v)〉 − ϕ(u, v) =

1
2
〈L0(u, v), (u, v)〉 − ϕ0(u, v).

Then Φ satisfies conditions (H1) and (H2).
By (B4), Φ satisfies the condition (H3).



The Existence of Nontrivial Critical Point 341

By (B2), for any (u, v), (u′, v′) ∈ E, one has

|〈∇ϕ(u, v), (u′, v′)〉| =
∣∣∣∣ ∫

Ω

(Gu(x, u, v)u+Gv(x, u, v)v) dx
∣∣∣∣

≤
∫

Ω

(|Gu(x, u, v)|+ |Gv(x, u, v)|)(|u|+ |v|) dx

≤ C

∫
Ω

(|u|+ |v|) dx ≤ C ′‖(u, v)‖,

where C ′ > 0 is a constant. So ‖∇ϕ(u, v)‖ ≤ C ′, for all (u, v) ∈ E. Hence Φ
satisfies the condition (H4).

To prove Φ satisfies the condition (H5), we should reference the proposition
from [14].

Proposition 5.1 ([14]). Let Ω be an open domain in RN and M ∈ L∞loc(Ω,Λ),
where Λ is the linear space of m×m real symmetric matrices. If u ∈ (H1

loc(Ω))m

satisfies the inequality |4u| ≤ |Mu| and u vanishes on a subset W of Ω with
positive measure, then u is identically zero in Ω.

Now we prove that Φ satisfies the condition (H5).

Lemma 5.2. Suppose (B1), (B2) and (B5) hold, then Φ satisfies the condi-
tion (H5).

Proof. Let the sequence {(uj , vj)} satisfies that {(u+
j , v

+
j ) + (u−j , v

−
j )} is

bounded and ‖(u0
j , v

0
j )‖ → ∞ as j →∞. We will show that ‖ϕ′′(uj , vj)‖ → 0 as

j →∞.
First, since {(u+

j , v
+
j ) + (u−j , v

−
j )} is bounded and E ↪→ L2(Ω) × L2(Ω) is

a compact imbedding mapping, the sequence {(u+
j , v

+
j ) + (u−j , v

−
j )} should con-

tain in a compact subset of L2(Ω) × L2(Ω). Since (u0
j , v

0
j ) ∈ N(L∞), (u0

j , v
0
j )

should satisfies the following equation
−4u0

j = b(x)u0
j + c(x)v0

j in Ω,

−4v0
j = a(x)u0

j + b(x)v0
j in Ω,

u0
j = v0

j = 0 on ∂Ω.

Let (ũj , ṽj) = (u0
j , v

0
j )/‖(u0

j , v
0
j )‖, then (ũj , ṽj) satisfies the equation

−4ũj = b(x)ũj + c(x)ṽj in Ω,

−4ṽj = a(x)ũj + b(x)ṽj in Ω,

ũj = ṽj = 0 on ∂Ω.

Since ‖(ũj , ṽj)‖ = 1, there exists (ũ, ṽ) ∈ E such that (ũj , ṽj) weakly convergence
in E and strongly convergence in L2(Ω)×L2(Ω) to (ũ, ṽ) ∈ E, and (ũ, ṽ) satisfies
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the following equation 
−4ũ = b(x)ũ+ c(x)ṽ in Ω,

−4ṽ = a(x)ũ+ b(x)ṽ in Ω,

ũ = ṽ = 0 on ∂Ω.

Since (ũ, ṽ) 6= 0, according to Proposition 5.1 (ũ, ṽ) is not equal to zero almost
everywhere in Ω. Thus by ‖(u0

j , v
0
j )‖ → ∞ as j → ∞, |u0

j | + |v0
j | → ∞ almost

everywhere in Ω. Using this fact and (B5) we can follows similarly to the proof
of Lemma 4.1 and obtain∫

Ω

‖D2G(x, u, v)‖N/2 dx→ 0 as j →∞.

Now by Hölder inequality and Sobolev inequality, one has

|〈ϕ′′(uj , vj)v, v〉| =
∣∣∣∣ ∫

Ω

D2G(x, u, v)v · v dx
∣∣∣∣

≤
( ∫

Ω

‖D2G(x, u, v)‖N/2)2/N

( ∫
Ω

|v|2N/(N−2)

)(N−2)/N

≤
( ∫

Ω

‖D2G(x, u, v)‖N/2)2/NC ′‖v‖2, for all v ∈ E.

Hence lim
j→∞

‖ϕ′′(uj , vj)‖ = 0, then we proved Φ satisfies the condition (H5). �

Note that L∞ is determined by a(x), b(x) and c(x), L0 is determined by
a0(x), b0(x) and c0(x), we can denote

i−∞ := M−
E (L∞), i0∞ := M0(L∞), i−0 := M−

E (L0), i00 := M0(L0).

According to Theorem 3.1 we have the following result.

Theorem 5.3. Suppose that (5.1) satisfies the conditions (B1)–(B5), and
i−0 < i−∞ − 1 or i−0 > i−∞ + i0∞ + 1, then (5.1) has at least one nontrivial weak
solution.

Remark 5.4. In [12], the authors studied the existence of nontrivial solu-
tions for elliptic system (5.1) under the Landesman–Lazer type condition, which
implies that the functional satisfies the (PS)∗ condition. However, under the
condition of Theorem 5.3, the (PS)∗ condition may fail at any level.
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