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SIMULATION OF THE PREDATOR-PREY PROBLEM
BY THE HOMOTOPY-PERTURBATION METHOD REVISED

M. S. H. Chowdhury — I. Hashim — R. Roslan

Abstract. In this paper, the predator-prey problem is revisited. Previous
solution by homotopy-perturbation method (HPM) is improved by treating
the homotopy-perturbation method as an algorithm in a sequence of inter-
vals (i.e. time steps) called the multistage homotopy-perturbation method
(shortly MHPM). Numerical results show that the multistage homotopy-
perturbation method and the classical fourth-order Rungge–Kutta (RK4)
methods are in complete agreement.

1. Introduction

All models of biological systems are essentially based on systems of nonlinear
ordinary differential equations (ODEs). Both mathematical modelling and si-
mulation are very important in recent studies of biological mathematics. In this
analysis, we study the mathematical model of the prey and predator problem
in which some rabbits and foxes are considered living together. Foxes eat the
rabbits and rabbits eat clover, and when the number of foxes increases, the
number of rabbits decreases and the number of foxes decreases, the rabbits will
be safe. The relationship of increasing and decreasing in the population of these
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two kinds of animals can be described by the so called mathematical model of
the problem of prey and predator i.e. the following system of nonlinear equations

(1.1) x′ = x(a− by), y′ = −y(c− dx),

where x(t) and y(t) represent the populations of rabbits and the foxes at the
time t, respectively, and a, b, c, d are known coefficients. For more details on the
mathematical modelling to the above systems of nonlinear equations, we refer
the readers to [32]. The problem was solved by Biazar et al. using the power
series method (PSM) [3] and the classical Adomian decomposition method [4],
and by Rafei et al. using the homotopy perturbation method [30]. Like ADM
and based on our observations, it is hopeless to find the homotopy-perturbation
method solutions of system (1.1) valid globally in time.

The time evolution of the reaction can be determined from the traditional
purely numerical methods like the classical fourth-order Runge–Kutta method
(RK4), but we are interested in this work to find numeric-analytic solution of
the prey and predator problems (1.1) by the homotopy-perturbation method.
To do so, we shall adopt the idea in the hybrid numeric-analytic procedure
of the Adomian decomposition method (ADM) [1], successfully applied in [18],
[27], to develop a new hybrid numeric-analytic technique based on the stan-
dard homotopy-perturbation method [19]. We shall call this technique as the
multistage homotopy-perturbation method. Some applications of the standard
homotopy-perturbation method on nonlinear problems can be found in [2], [5],
[6], [13]–[15], [20]–[26], [31], [33]–[35]. We shall demonstrate that the lack of
global convergence of the standard homotopy-perturbation method can be over-
come by the multistage homotopy-perturbation method. Recently, the applica-
bility of the homotopy-perturbation method was extended to singular second-
order differential equations [7], time-dependent Emden–Fowler type equations
[8], general time-independent Emden–Fowler equations [9], Klein–Gordon and
Sine–Gordon equations [10], nonlinear population dynamics models [11], trave-
ling wave solution of the Korteweg–de Vries equation [28], determining frequency-
amplitude relation of a nonlinear oscillator with discontinuities [29], K(2,2), KdV
and modified KdV equations [36] and nonlinear system of second order boundary
value problems [37]. Very recently, Chowdhury et al. [12], Hashim and Chowd-
hury [16] and Hashim et al. [17] were the first to apply successfully the multistage
homotopy-perturbation method to the chaotic Lorenz system and a class of sys-
tems of ODEs.

In this paper, the total time evolution in the prey and predator problem is
simulated by the numeric-analytic multistage homotopy-perturbation method.
Numerical comparisons with the classical homotopy-perturbation method [30]
and the classical fourth-order Rungge–Kutta (RK4) methods are presented.
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2. Method of solution

Since the homotopy-perturbation method is now standard and for brevity,
the reader is referred to [19]–[26] for basic ideas of the homotopy-perturbation
method. In this section, we shall demonstrate the applicability and accuracy of
the multistage homotopy-perturbation method to the systems (1.1).

According to the homotopy-perturbation method, we can construct a homo-
topy of system (1.1) as follows:

(2.1)
v′1 − x′0 + p(x′0 − av1 + bv1v2) = 0,

v′2 − y′0 + p(y′0 + cv2 − dv1v2) = 0.

Let us choose the initial approximations as

(2.2)
v1,0(t) = xt∗(t) = x(t∗) = k1,

v2,0(t) = yt∗(t) = y(t∗) = k2,

and

(2.3)
v1(t) = v1,0(t) + pv1,1(t) + p2v1,2(t) + p3v1,3(t) + . . . ,

v2(t) = v2,0(t) + pv2,1(t) + p2v2,2(t) + p3v2,3(t) + . . . ,

where vi,j (i = 1, 2; j = 1, 2, . . . ) are functions yet to be determined.
Substituting (2.2)–(2.3) into (2.1) and collecting terms of the same powers

of p, we have

(2.4)

v′1,1 + x′0 − av1,0 + bv1,0v2,0 = 0, v1,1(0) = 0,

v′2,1 + y′0 + cv2,0 − dv1,0v2,0 = 0, v2,1(0) = 0,

v′1,2 − av1,1 + bv1,1v2,0 + bv1,0v2,1 = 0, v1,2(0) = 0,

v′2,2 + cv2,1 − dv1,1v2,1 − dv1,0v2,1 = 0, v2,2(0) = 0,

v′1,3 − av1,2 + bv2,0v1,2 + bv2,1v1,1 + bv2,2v1,0 = 0, v1,3(0) = 0,

v′2,3 + cv2,2 − dv1,0v2,3 − dv1,1v2,2 − dv1,2v2,1 − dv1,3v2,0 = 0, v2,3(0) = 0.

Solving the differential equations (2.4) by applying the inverse operator
L−1( · ) =

∫ t

t∗( · ) dt, we obtain

v1,1(t) = k1(a− k2b)(t− t∗),

v2,1(t) = k2(dk1 − c)(t− t∗),

v1,2(t) = − 1
2
k1(−a2 + 2abk2 − k2

2b2 − bck2 + bdk1k2)(t− t∗)2,

v2,2(t) =
1
2
k2(c2 − 2cdk1 + adk1 − bdk1k2 + d2k1

2)(t− t∗)2,
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v1,3(t) = − 1
6
k1(−3abck2 + 4abdk1k2 + 3b2ck2

2 − 4b2dk1k2
2 − 3ab2k2

2

+ 3a2bk2 + bc2k2 − 2bcdk1k2 + bd2k1
2k2 + k2

3b3 − a3)(t− t∗)3,

v2,3(t) = − 1
6
k2(3dc2k1 − 3cd2k1

2 − 3acdk1 + 3ad2k1
2 − c3 + 4bcdk1k2

− 4bd2k1
2k2 + a2dk1 − 2abdk1k2 + b2dk1k2

2 + d3k1
3)(t− t∗)3.

The 5-term approximations are considered:

x(t) = lim
p→1

v1(t) =
4∑

k=0

v1,k(t), y(t) = lim
p→1

v2(t) =
4∑

k=0

v2,k(t).

To find out the iterations on every subinterval of equal length �t, [0, t1),
[t1, t2), . . . [ti−1, t), we need to know the values of the following

k1 = x(t∗), k2 = y(t∗).

But, in general, we do not have these except for the initial point t∗ = t0 = 0. A
simple way of obtaining the necessary values could be by means of the previous
i-term approximations φi and ψi of the preceding subinterval, i.e.

k1 � φi(t∗), k2 � ψi(t∗).

We note that in this analysis we use the 5-term multistage homotopy-perturba-
tion method solutions for x and y denoted as

x(t) � φ5(t) =
4∑

i=0

v1,i and y(t) � ψ5(t) =
4∑

i=0

v2,i.

3. Results and discussion

The multistage homotopy-perturbation method algorithm is coded in the
computer algebra package Maple. We select a fixed step sizes of �t = 0.001 for
the problems. The Maple environment variable digits controlling the number
of significant digits is set to 16 in all the calculations done in this paper. The
simulation done in this paper is for the time span t ∈ [0, 1].

To compare with [4], [30], we set the parameters in four cases:
Case 1. a = 1, b = 1, c = 0.1, d = 1, and the initial conditions x(0) = 14

and y(0) = 18.
Case 2. a = 0.1, b = 1, c = 1, d = 1, and the initial conditions x(0) = 14

and y(0) = 18.
Case 3. a = 0.1, b = 1, c = 1, d = 1, and the initial conditions x(0) = 16

and y(0) = 10.
Case 4. a = 1, b = 1, c = 0.1, d = 1, and the initial conditions x(0) = 16

and y(0) = 10.
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From Figures 1–4, it is observed that the 5-term multistage homotopy-
perturbation method solutions agree very well with the RK4 solutions for t upto
t = 1, while the 5-term standard homotopy-perturbation method [30] solutions
are only valid for t� 1.
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Figure 1. Comparison of the populations of rabbits x and foxes y at the
time t for Case 1 using 5-term standard homotopy-perturbation method
[30], 5-term multistage homotopy-perturbation method (�t = 0.001) and
RK4 (�t = 0.001).
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Figure 2. Comparison of the populations of rabbits x and foxes y at the
time t for Case 2 using 5-term standard homotopy-perturbation method
[30], 5-term multistage homotopy-perturbation method (�t = 0.001) and
RK4 (�t = 0.001).
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Figure 3. Comparison of the populations of rabbits x and foxes y at the
time t for Case 3 using 5-term standard homotopy-perturbation method
[30], 5-term multistage homotopy-perturbation method (�t = 0.001) and
RK4 (�t = 0.001).

RK4
MHPM

HPM

y

x

t

x
,y

10.80.60.40.20

35

30

25

20

15

10

5

0

Figure 4. Comparison of the populations of rabbits x and foxes y at the
time t for Case 4 using 5-term standard homotopy-perturbation method
[30], 5-term multistage homotopy-perturbation method (�t = 0.001) and
RK4 (�t = 0.001).
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