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TOPOLOGICAL ESSENTIALITY AND NONLINEAR
BOUNDARY VALUE CONTROL PROBLEMS∗

Lech Górniewicz — Paolo Nistri

Abstract. A concept of topological essentiality is used to prove several

existence results for nonlinear boundary value control problems. Some
examples to illustrate the obtained results are presented.

0. Introduction

The aim of this paper is to study boundary value problems for the nonlinear
control system of the following form

(0.1) ẋ(t) = f(t, x(t), u(t)),

where f : [0, 1]× Rn × Rm → Rn is a continuous function or, more generally, it
satisfies some Carathéodory-type conditions that will be specified later.

Moreover, we will deal with boundary value problems for the k-order control
problem of the form

(0.2) x(k)(t) = f(t, x(t), ẋ(t), . . . , x(k−1)(t), u(t))

with f : [0, 1]× Rnk × Rm → Rn as before.
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54 Topological Essentiality and Nonlinear Boundary Value

In order to define what we mean by a solution of a nonlinear boundary value
control problem associated to (0.1) or to (0.2) we will introduce some notations.

We will consider several function spaces. By a normed (Banach) space we
always understand a real normed (Banach) space. We let

(0.3) L1 = L1([0, 1],Rn) – the Banach space of (Lebesque) integrable func-
tions,

(0.4) Ck = Ck([0, 1],Rn) – the Banach space of Ck-functions, k ≥ 0,
(0.5) AC = AC([0, 1],Rn) – the Banach space of absolutely continuous func-

tion equipped with the norm defined as follows

‖x‖AC = |x(0)|+
∫ 1

0

|ẋ(t)| dt,

(0.6) if E,F are two normed (Banach) spaces then the Cartesian product
E × F is equipped with the following norm

‖(x, u)‖E×F = max{‖x‖E , ‖u‖F }.

We reserve the notation | · | for the norm in finite dimensional spaces. By
a solution of a nonlinear boundary value control problem associated to (0.1) we
mean a pair (x, u) ∈ AC × L1 such that for almost all (a.a.) t ∈ [0, 1] we have

ẋ(t) = f(t, x(t), u(t))

and satisfying the assigned boundary conditions.
While by a solution of a nonlinear boundary value control problem associated

to (0.2) we mean a pair (x, u) ∈ Ck−1×L1 such that x(k−1) ∈ AC and such that
(0.2) holds true for a.a. t ∈ [0, 1] together with the assigned boundary conditions.
Through the paper we will assume that all the solutions are prolongable to [0, 1].

Topological methods have been widely employed in the study of control prob-
lems. Indeed, fixed point methods both for perturbed linear control systems and
fully nonlinear control systems in finite dimension are the main tools to estab-
lish controllability in the following papers [9]–[17], [27]–[29], [31] and [39]–[41].
Topological degree theory and related topics are employed in [20], [21], [32] and
[33] to treat the same problem.

Fixed point theorems and topological degree theory have been used also for
the analysis of infinite dimensional control systems we cite here among many
others the following papers [1], [2], [7], [8], [18], [26], [30] and [38].

The multivalued analysis and the related topological tools, mainly: existence
selection theory, fixed-point theorems and degree theory, are also of great help
in dealing with control and optimization problems both for finite and infinite
dimensional control systems. We only mention here the monographs [5], [6] and
the papers: [3], [4], [19], [23], [24] and [34]–[36].
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The aim of this paper is to introduce a different and simpler topological
tool for the study of very general nonlinear boundary value control problems.
Specifically, we will use the so-called topological essentiality and its existence and
homotopy properties [25], [37] to prove the solvability of (0.1) and (0.2) under
general boundary conditions involving both the state x and the control u.

The paper is organized as follows. In Section 1 we introduce all the relevant
background concerning the topological essentiality for admissible multivalued
maps. Section 2 is devoted to the control problems. It is divided in three parts,
in the first two we consider equation (0.1) under different growth conditions on
the dynamics f , while in the last part we deal with (0.2).

1. Multivalued essential maps

All the considered topological spaces are assumed to be metric. A space X
is called an absolute retract (written X ∈ AR ) if for each space Y and for any
homeomorphism h : X → Y such that h(X) is a closed subset of Y , the set h(X)
is a retract of Y ; that is, there exists a continuous map r : Y → h(X) such that
r(y) = y for every y ∈ h(X).

Note, that any retract of a normed space E is an absolute retract (see [22]).
We will consider the Čech homology functor H with compact carriers and ra-
tional coefficients Q as defined in [22]. A nonempty compact space X is called
acyclic provided

Hn(X) =

{
0 if n > 0,

Q if n = 0.
Let us remark that any contractible space X or in particular, any AR-space X is
acyclic. We need also the notion of a Vietoris map. A continuous map p : Γ → X

is called a Vietoris map provided the following two conditions are satisfied.

(i) for each x ∈ X the set p−1(x) is acyclic;
(ii) p is a proper map, i.e., for every compact K ⊂ X the set p−1(K) is

compact.

In what follows the symbol p : Γ ⇒ X is reserved for Vietoris mappings.
Let X and Y be two spaces and assume that for any x ∈ X a nonempty

compact subset ϕ(x) of Y is given; in such a case we say that ϕ : X ( Y is a
multivalued map. The symbol f : X → Y is used only for singlevalued maps.

A multivalued map ϕ : X ( Y is called upper semicontinuous (u.s.c.) or
respectively lower semicontinuous (l.s.c.) provided for any open V ⊂ Y the set

ϕ−1(V ) = {x ∈ X | ϕ(x) ⊂ V }

or the set
ϕ−1

+ (V ) = {x ∈ X | ϕ(x) ∩ V 6= ∅},
respectively, is open. For relevant properties of u.s.c. and l.s.c. mappings, see [22].
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Definition 1.1 (see [22] and [25]). A multivalued mapping ϕ : X ( Y is
called admissible provided there is a diagram

X
p⇐=Γ

q−→Y

with q continuous map such that ϕ(x) = q(p−1(x)) for any x ∈ X. Then (p, q)
is called a selected pair for ϕ and we write (p, q) ⊂ ϕ.

Since p is proper it follows that any admissible map ϕ is u.s.c. Moreover one
can say that values ϕ(x) of any admissible map ϕ are compact, connected and
nonempty. An admissible map ϕ is called compact, if there exists a selected pair
(p, q) ⊂ ϕ such that q is a compact map, i.e. q(Γ) is a compact set.

The following properties are straightforward (see [22]).

Proposition 1.2.

(1.2.1) if ϕ : X ( Y is an u.s.c. map with acyclic values, then ϕ is admissible;
(1.2.2) if ϕ1 : X ( Y and ϕ2 : Y1 ( Z are admissible then so is the com-

position ϕ2 ◦ ϕ1 : X ( Z (with Y = Y1) and the Cartesian product
ϕ1 × ϕ2 : X × Y1 ( Y × Z.

Some algebraic properties of admissible mappings are considered below.

Proposition 1.3 (see [22] and [25]). Let E be a normed space and ϕ1, ϕ2 :
X ( E two admissible mappings and let s : E → R be a continuous function.
Then all the mappings defined below are admissible

(1.3.1) (ϕ1 +ϕ2) : X ( E, (ϕ1 +ϕ2)(x) = {u+v | u ∈ ϕ1(x) and v ∈ ϕ2(x)};
(1.3.2) (ϕ1−ϕ2) : X ( E, (ϕ1−ϕ2)(x) = {u−v | u ∈ ϕ1(x) and v ∈ ϕ2(x)};
(1.3.3) (sϕ) : X ( E, (sϕ)(x) = {s(x)u | u ∈ ϕ(x)}.

We would like to remark also that the Schauder Fixed Point Theory remains
true for admissible mappings.

Theorem 1.4 (Schauder Fixed Point Theorem). If X ∈ AR and ϕ : X ( Y

is an admissible compact map, then there exists x ∈ X such that x ∈ ϕ(x).

Now, we are in a position to define the notion of topological essentiality (see
[25]) for admissible mappings which we will use in the study of boundary value
control problems considered in the next section.

In what follows E,F are two real normed spaces and U is an open bounded
subset of E. By ∂U we will denote the boundary of U in E and by U the closure
of U in E. We let

A∂U (U,F ) = {ϕ : U ( F | ϕ is admissible and 0 6∈ ϕ(∂U)};
AC(U,F ) = {ϕ : U ( F | ϕ is admissible and compact};
A0(U,F ) = {ϕ : U ( F | ϕ ∈ AC(U,F ) and ϕ(x) = 0 for any x ∈ ∂U}.
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Definition 1.5 (see [25], [37]). A map ϕ ∈ A∂U (U,F ) is called essential
(with respect to A0(U,F )) provided for any ψ ∈ A0(U,F ) there exists a point
x ∈ U such that ϕ(x) ∩ ψ(x) 6= ∅, i.e. ϕ and ψ have a coincidence in U .

Taking E = F the notion of essentiality can be reinterpreted as Z2 topological
degree. Let us enumerate the most important properties of the above defined
topological essentiality.

Proposition 1.6 (see [25]).

(1.6.1) (Existence) If ϕ is essential, then there exists a point x ∈ U such that
0 ∈ ϕ(x).

(1.6.2) (Compact perturbation) If ϕ is essential and η ∈ A0(U,F ), then (ϕ+η)
is essential.

(1.6.3) (Coincidence) Assume ϕ is essential and η ∈ AC(U,F ) is such that the
set

A = {x ∈ U | ϕ(x) ∩ (tη(x)) 6= ∅ for some t ∈ [0, 1]}

is contained in U , then ϕ and η have a coincidence.
(1.6.4) (Localisation) Let ϕ ∈ A∂U (U,F ) be essential. Assume that V is an

open subset of U such that ϕ−1
+ ({0}) ⊂ V and V ∈ AR. Then the

restriction ϕ̃ of ϕ to V is an essential map.
(1.6.5) (Homotopy) Let ϕ ∈ A∂U (U,F ) be essential. If H : U × [0, 1] ( F is a

compact admissible map such that
(i) H(x, 0) = {0} for any x ∈ ∂U ;
(ii) if {x ∈ U | ϕ(x)∩H(x, µ) 6= ∅ for some µ ∈ [0, 1]} ⊂ U then the

map (ϕ−H( · , 1)) : U ( F is essential.
(1.6.7) (Essentiality of linear isomorphisms) Let L : E → F be a continuous

linear isomorphism. Then for any open bounded neighbourhood U of the
origin in E the restriction L̃ : U → F of L to U is essential.

(1.6.8) (Essentiality of homeomorphisms) Let U ⊂ E be an open bounded set
such that U ∈ AR. Assume that f : U → F is a homeomorphism onto
the closed subset f(U) of F and f(U) is an open subset of F such that
0 ∈ f(U). Then f is essential.

(1.6.9) (Essentiality of Vietoris mappings) If p : U ⇒ F is a Vietoris map and
p−1{(0)} ⊂ U then p is essential.

2. Topological essentaility and control problems

In this section we study very general boundary value control problems by
means of topological essentiality for multivalued maps. Through this section by
V we will denote a finite dimensional subspace of L1. For the sake of clarity
of the presentation we will divide the section into three parts. Specifically, in
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the first two parts we consider different growth conditions on f , namely a fully
nonlinear control system and a perturbed linear control system respectively. In
the third part we treat higher order control system.

2.1. Nonlinear control systems. Let f : [0, 1] × Rn × Rm → Rn be a
mapping satisfying the following conditions.

(2.1.1) f(t, · , · ) is continuous for a.a. t ∈ [0, 1];
(2.1.2) f( · , x, u) is (Lebesque) measurable for any x ∈ Rn and u ∈ Rm;
(2.1.3) for any ρ > 0 there exists αρ ∈ L1 such that

|f(t, x, u)| ≤ αρ(t)

for a.a. t ∈ [0, 1] and any (x, u) ∈ Rn × Rm such that |x|+ |u| ≤ ρ.

Moreover, assume that

(2.1.4) li : AC × V → Rn, i = 1, . . . , r, is a continuous function;
(2.1.5) ψi : AC × V ( Rn, i = 1, . . . , r, is an admissible and completely

continuous map, (i.e., for any bounded set B ⊂ AC × V the set ψi(B)
is compact).

We will consider the following boundary value problem

(2.1.6)


ẋ(t) = f(t, x(t), u(t)),

li(x, u) ∈ ψi(x, u), i = 1, . . . , r,

x(0) ∈ ψr(x, u).

Let us denote by S(f, li, ψi) the set of all the solution pairs (x, u) of (2.1.6). We
will proceed as in the Poincaré continuation method. Therefore for any µ ∈ [0, 1]
we will consider the following problem.

(2.1.6)µ


ẋ(t) = µf(t, x(t), u(t)),

li(x, u) ∈ µψi(x, u), i = 1, . . . , r,

x(0) ∈ µψr(x, u).

We denote by Sµ(f, li, ψi) the set of all solutions of (2.1.6)µ. Of course S(f, li, ψi)
= S1(f, li, ψi). We assume that

(2.1.7) there exists M > 0 such that for any µ ∈ [0, 1] and any (x, u) ∈
Sµ(f, li, ψi) we have

‖(x, u)‖ < M.

Now, we associate with (2.1.6) the following map

(2.1.8)

{
g : AC × V → AC × Rnr,

g(x, u) = (x, lr(x, u), lr−1(x, u), . . . , l1(x, u)).

We can prove the following result.
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Theorem 2.1.9. Assume that conditions (2.1.1)–(2.1.5) and (2.1.7) are sat-
isfied. Let K = K(0, ρ) denote the closed ball in AC×V with ρ ≥M centered at
0, where M > 0 is given in (2.1.7). If the map g, defined in (2.1.8) is essential
in K then S(f, li, ψi) 6= ∅.

Proof. Assume that g : K → AC × Rnr is essential. For any (x, u) ∈ K

and v ∈ ψr(x, u) we define a function y(x, u, v) : [0, 1] → Rn as follows

y(x, u, v)(t) = v +
∫ t

0

f(τ, x(τ), u(τ))dτ.

Let ϕ̃ : K → AC given by

ϕ̃(x, u) = {y(x, u, v) | v ∈ ψr(x, u)}.

It follows from (1.3.1) and (2.1.5) that ϕ̃ is admissible. Then, in view of (2.1.1),
(2.1.2), (2.1.3) and (2.1.5) again we deduce that ϕ̃ is compact. Consequently,
the map ϕ : K ( AC×Rnr given by ϕ(x, u) = ϕ̃(x, u)×ψr(x, u)× . . .×ψ1(x, u)
is compact and admissible and hence ϕ ∈ AC(K,AC×Rnr). Let us consider the
multivalued map

η : K ( AC × Rnr

defined as follows
η(x, u) = g(x, u)− ϕ(x, u).

It follows from (1.3.2) that η ∈ A∂K(K,AC ×Rnr). We claim that η is essential
(with respect to A0(K,AC × Rnr)). For this we define the following homotopy

H : K × [0, 1] ( AC × Rnr

given by
H((x, u), µ) = g(x, u)− µϕ(x, u).

Then (2.1.7) implies that H satisfies the assumptions of the homotopy property
(compare (1.6.5)) and since g is essential we get that η is essential too. Thus by
using the existence property for the map η we get a point (x̃, ũ) in the interior
of K such that 0 ∈ η(x̃, ũ). Hence g(x̃, ũ) ∈ ϕ(x̃, ũ) and so li(x̃, ũ) ∈ ψi(x̃, ũ),
i = 1, . . . , r, and

x̃(t) = y(x̃, ũ, v)(t) = v +
∫ t

0

f(τ, x̃(τ), ũ(τ))dτ

for some v ∈ ψr(x̃, ũ) and for all t ∈ [0, 1]. It means that x̃(0) = v ∈ ψr(x̃, ũ)
and { ˙̃x(t) = f(t, x̃(t), ũ(t)),

li(x̃, ũ) ∈ ψi(x̃, ũ) for i = 1, . . . , r.
Therefore (x̃, ũ) ∈ S(f, li, ψi) and the proof is complete. �

Remark 2.1.10. The crucial assumptions in Theorem 2.1.9 are represented
by the a priori bounds (2.1.7) on the solution pairs (x, u) of (2.1.6)µ and by the
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essentiality of the map g defined in (2.1.8). In order to verify such conditions a
suitable choice of the finite dimensional control space V is fundamental. Indeed,
as it is shown by the following examples if dimV = nr then it is possible, taking
into account the assumptions on the dynamics f , to choose a control space V
which allows us to verify all the conditions of Theorem 2.1.9.

Finally, observe that under the assumptions on f it is enough to verify the
required a priori bounds in the C-space instead of the AC-space.

Example 2.1.11. To illustrate how Theorem 2.1.9 can be used we propose
the following simple but significant example. Consider the scalar boundary value
control problem

(2.1.12)


ẋ(t) = f(t, x(t), u(t)),

l1(x, u) ∈ ψ1(x, u),

l2(x, u) ∈ ψ2(x, u),

x(0) ∈ ψ2(x, u),

where f : [0, 1]×R×R → R and ψi : AC×V → R, i = 1, 2, satisfy the conditions
stated before with f continuous, and

l1(x, u) = x(0) +
∫ 1/2

0

f(t, x(t), u(t)) dt,

l2(x, u) = x(0) +
∫ 1

0

f(t, x(t), u(t)) dt.

As the control space V we choose the following one:

V = {u ∈ L1 | u(t) = aχ[0,1/2)(t) + bχ[1/2,1](t), a, b ∈ R}

of dimension 2. Here χA denote the characteristic function of the set A. Observe
that in this case r = 2.

Therefore by using controls in V and starting from a given set ψ2(x, u) we
want to get at the prescribed time t = 1/2 the assigned target ψ1(x, u) and to
come back to ψ2(x, u) at time t = 1. For this we posit the following conditions.

(H1) There exists a positive constant C such that |ψi(x, u)| ≤ C for i = 1, 2
and any (x, u) ∈ AC × V . Here |ψi(x, u)| = supy∈ψi(x,u) |y|.

(H2) There exist positive constants λ, Λ such that

λ|u1 − u2| ≤ |f(t, x, u1)− f(t, x, u2)|

for any (t, x) ∈ [0, 1]× R and any u1, u2 ∈ R, and

|f(t, x1, u)− f(t, x2, u)| ≤ Λ|x1 − x2|

for any (t, u) ∈ [0, 1] × R and any x1, x2 ∈ R. Moreover, f(t, 0, 0) = 0
for any t ∈ [0, 1].
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(H3) For any ρ ∈ R there exists α > 0 such that

lim inf
u→+∞

f(t, x, u)
u

≥ α

uniformly with respect to t ∈ [0, 1] and x ≥ ρ. Futhermore,

lim inf
u→−∞

f(t, x, u)
u

≥ α

uniformly with respect to t ∈ [0, 1] and x ≤ ρ.

Under conditions (H1)–(H3) we can prove both the existence of a ball K ⊂
AC × V containing all the solution pairs (x, u) of the problem

(2.1.12)µ


ẋ(t) = µf(t, x(t), u(t)),

l1(x, u) ∈ µψ1(x, u),

l2(x, u) ∈ µψ2(x, u),

x(0) ∈ µψ2(x, u),

whenever µ ∈ [0, 1] and that the map g : K → AC × R2 given by

g(x, u) = (x, l2(x, u), l1(x, u))

is an homeomorphism onto g(K) and thus it is essential since 0 ∈ g(K). Let us
prove first the existence of a priori bounds for (2.1.12)µ. For this observe that
if the controls u are bounded then from (H1)–(H2) the corresponding states x
are also bounded. Hence we show that the controls are bounded, we argue by
contradiction thus we assume the existence of sequences {µn} ⊂ [0, 1], {an} ⊂ R
(or {bn} ⊂ R) such that limn→∞ |an| = ∞ (or limn→∞ |bn| = ∞). Assume that
an → +∞ as n→∞ then by (H3) we obtain

lim inf
n→∞

l1(xn, un) = lim inf
n→∞

[
xn(0) +

∫ 1/2

0

f(t, xn(t), an) dt
]

≥ x(0) +
∫ 1/2

0

lim inf
n→∞

f(t, xn(t), an) dt = +∞.

Thus for n sufficiently large l1(xn, un) 6∈ µnψ1(xn, un) by (H1). If an → −∞
again by condition (H3) we obtain

lim sup
n→∞

l1(xn, un) ≤ x(0) +
∫ 1/2

0

lim sup
n→∞

f(t, xn(t), an) dt = −∞.

Similarly we proceed in the case when {an} is bounded and {bn} is unbounded
by using l2(x, u). Therefore in any case (xn, un), for n sufficiently large, cannot
be solution of (2.1.12)µn

. Consider now g(x, u) = (x, l2(x, u), l1(x, u)). Clearly,
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if x 6≡ x̂ we have g(x, u) 6= g(x̂, u) for any u ∈ V . Assume now u 6≡ û, this
implies a 6= â or b 6= b̂. Let â 6= a and consider

l1(x, u)− l1(x, û) =
∫ 1/2

0

[f(t, x(t), a)− f(t, x(t), â)] dt 6= 0,

where the inequality follows from (H2). The same argument is applied to l2(x, u)
if a = â and b 6= b̂. In conclusion g is one-to-one, continuous with its inverse
and so it is essential since 0 ∈ g(K) with K ⊂ AC × V ball of sufficiently large
radius.

Observe that, under assumptions (H1)–(H3), the same arguments as before
can be easily adapted to the more general situation

(2.1.13)



ẋ(t) = f(t, x(t), u(t)),

l1(x, u) ∈ ψ1(x, u),

l2(x, u) ∈ ψ2(x, u),
...

...

lr−1(x, u) ∈ ψr−1(x, u),

lr(x, u) ∈ ψr(x, u),
x(0) ∈ ψr(x, u),

where li(x, u) = x(0) +
∫ ti
0
f(t, x(t), u(t)) dt, 0 < t1 < . . . < tr = 1, and the

control space of dimension r is defined by

V = {u ∈ L1 | u = a1χ[0,t1)(t) + a2χ[t1,t2)(t) + . . .+ arχ[tr−1,1](t)},

where ai ∈ R, i = 1, . . . , r.
Finally, in a similar way we can solve (2.1.12) when x(t) and u(t) are vectors

of Rn, n > 1, by replacing assumptions (H2) and (H3) with the following ones.

(H2)′ There exist positive constants λ, Λ such that

λ|u1 − u2|2 ≤ (u1 − u2, f(t, x, u1)− f(t, x, u2))

for any (t, x) ∈ [0, 1]× Rn and any u1, u2 ∈ Rn, and

|f(t, x1, u)− f(t, x2, u) ≤ Λ|x1 − x2|

for any (t, u) ∈ [0, 1]×Rn and any x1, x2 ∈ Rn. Moreover, f(t, 0, 0) = 0
for any t ∈ [0, 1]. Here ( · , · ) denotes the usual scalar product in Rn.

(H3)′ There exists a positive constant α such that for any i ∈ {1, . . . , n} there
exists j ∈ {1, . . . , n} for which

lim inf
ui→±∞

fj(t, x, u1, . . . , ui, . . . , un)
ui

≥ α

uniformly with respect to the other variables.
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and choosing as 2n-dimensional control space V = {u ∈ L1 | u(t) = aχ[0,1/2)(t)+
bχ[1/2,1](t); a, b ∈ Rn}. The details are left to the reader.

2.2. Perturbed linear control systems. Now, we will consider boundary
value problems for perturbed linear control system. Here we consider a different
homotopy (2.2.2)µ which leads to a different definition of g, i.e. in this case
g(x, u) = (ẋ, lr(x, u), . . . , l1(x, u)). As we will show in the sequel this permits
to avoid the extra condition on the initial state x(0) ∈ ψr(x, u). Indeed, this
condition represents a further boundary condition to be added to the r assigned
boundary conditions (lr(x, u), . . . , l1(x, u)) of the problem. As a consequence,
by means of the homotopy (2.2.2)µ, we can treat control problems for which
the initial state x(0) does not necessarily satisfy preassigned constraints. An
example of this situation is represented by periodic control problems, which will
be treated in the next Example 2.2.10.

Assume that f1 : [0, 1] × Rn × Rm → Rn satisfies (2.1.1), (2.1.2) and the
following condition.

(2.2.1) There exists a (Lebesque) integrable function α : [0, 1] → [0,+∞) such
that |f1(t, x, u)| ≤ α(t) for all (x, u) ∈ Rn × Rm and a.a. t ∈ [0, 1].

Let A( · ) (resp. B( · )) be a time dependent n × n (respectively, n × m)
matrix with (Lebesque) integrable coefficients with values in R. Assume that li,
ψi, i = 1, . . . , r, are mapping satisfying (2.1.4) and (2.1.5) respectively. Consider
the following problem

(2.2.2)

{
ẋ(t) = A(t)x(t) +B(t)u(t) + f1(t, x(t), u(t)),

li(x, u) ∈ ψi(x, u) for i = 1, . . . , r,

and for any µ ∈ [0, 1] consider

(2.2.2)µ

{
ẋ(t) = µ[A(t)x(t) +B(t)u(t) + f1(t, x(t), u(t))],

li(x, u) ∈ µψi(x, u) for i = 1, . . . , r.

As in Section 2.1 we need the following assumption.

(2.2.3) There exists M > 0 such that for any µ ∈ [0, 1] and any solution pair
(x, u) of (2.2.2)µ we have ‖(x, u)‖ < M.

We associate with (2.2.2) the following map

(2.2.4)

{
g : AC × V → L1 × Rnr,

g(x, u) = (ẋ, lr(x, u), . . . , l1(x, u)).

Finally, let K be a closed ball with center 0 and radius ρ ≥M .
We are in a position to prove the following.
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Theorem 2.2.5. Let f1, A( · ), B( · ), li, ψi, i = 1, . . . , r, be as above.
Assume further that the map g defined in (2.2.4) is an essential map in some
ball K. Then (2.2.2) has a solution.

Proof. Assume that g : K → L1×Rnr is essential. Define a map ϕ1 : K →
L1 by

ϕ1(x, u)(t) = A(t)x(t) +B(t)u(t) + f1(t, x(t), u(t))

for any (x, u) ∈ K and t ∈ [0, 1].
It is proved in ([21], p. 236) that ϕ1 is a compact map. This allows us to

define a compact admissible map ϕ : K ( L1 × Rnr by the formula

ϕ(x, u) = ϕ1(x, u)× ψr(x, u)× . . .× ψ1(x, u)

for any (x, u) ∈ K. Let η : K ( L1 × Rnr be defined as follows

η(x, u) = g(x, u)− ϕ(x, u).

In view of the existence property it is sufficient to show that η is essential. We
show this in a similar way of the proof of Theorem 2.1.9. namely, we consider
the homotopy

H : K × [0, 1] ( L1 × Rnr, H((x, u), µ) = g(x, u)− µϕ(x, u).

Then (2.2.3) guarantees that H is an admissible homotopy joining g with η which
satisfies (1.6.5). Thus from the homotopy property follows that η is essential
since g is. This completes the proof. �

Example 2.2.6. Consider the following classical controllability problem for
the perturbed linear control system (2.2.2).

(2.2.7)


ẋ(t) = A(t)x(t) +B(t)u(t) + f1(t, x(t), u(t)),

x(1) = x1,

x(0) = 0.

Here ψ1(x, u) = {x1}, ψ2(x, u) = {0} and l1(x, u) = x(0) +
∫ 1

0
f(t, x(t), u(t)) dt,

l2(x, u) = x(0). Observe that the boundary condition x(0) = 0 represents here
the extra condition x(0) ∈ ψ2(x, u) of Section 2.1, thus we will choose a control
space V of dimension n. Consider the associated linear control problem

(2.2.8)


ẋ(t) = A(t)x(t) +B(t)u(t),

x(1) = x1,

x(0) = 0.

We assume the following conditions

(L1) the linear control system (2.2.8) is completely controllable from zero,
that is for any x1 ∈ Rn there exists a control function u ∈ UB = {u ∈
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L1 | B( · )u( · ) ∈ L1} such that the corresponding solution x = x(t)
satisfies x(1) = x1.

(f1) lim|x|+|u|→∞ |f1(t, x, u)|/(|x|+ |u|) = 0 uniformly for t ∈ [0, 1].

In [20] it was shown that (2.2.8) is still completely controllable by means of
the n-dimensional control space V defined as

V = span{χi1t1 , . . . , χ
in
tn},

where χijtj (t) = χ[0,tj)(t)eij , j = 1, . . . , n, and {ek}mk=1 is the canonical basis of
Rm with the indexes ij ∈ {1, . . . ,m} such that

det(X−1(t1)x̃i1(t1), . . . , X
−1(tn)x̃in(tn)) 6= 0,

where x̃ij (t), j = 1, . . . , n, is the solution of the problem{
ẋ(t) = A(t)x(t) +B(t)eij ,

x(0) = 0,

and X(t) is the fundamental matrix of ẋ(t) = A(t)x(t). Indeed, it is possible to
show that such a choice makes the boundary condition

l1(x, u) = X(1)
∫ 1

0

X−1(s)B(s)u(s) ds

an isomorphism between V and Rn, see [20] for the details. Therefore, if we
consider the homotopy

(2.2.8)µ


ẋ(t) = µ[A(t)x(t) +B(t)u(t)],

X(1)
∫ 1

0

X−1(s)B(s)u(s) ds = µx1,

x(0) = 0,

where µ ∈ [0, 1], it can be show that the associated linear operator Lµ : AC×V →
L1 × R2n given by

Lµ(x, u)(t) = (ẋ(t)− µ[A(t)x(t) +B(t)u(t)], l2(x, u), l1(x, u))

is an isomorphism for any µ ∈ [0, 1]. Namely, there exists c > 0 such that

(2.2.9) c( max
t∈[0,1]

|x(t)|+ ‖u‖L1) ≤ ‖ẋ( · )− µ[A( · )x( · ) +B( · )u( · )]‖L1

+ |l1(x, u)|+ |l2(x, u)|.

Observe that by (f1), the a priori bounds of x in C together with the bounded-
ness of the controls in the finite dimensional space V imply a priori bounds of x
in AC, so we have the required bounds on the solution pairs (x, u) of (2.2.8)µ.
In particular for µ = 0 we obtain that g(x, u) = (ẋ, l1(x, u), l2(x, u)) is an iso-
morphism.
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Returning to the homotopy considered in Theorem 2.2.5 we have for the
considered system

(2.2.7)µ


ẋ(t) = µ[A(t)x(t) +B(t)u(t) + f1(t, x(t), u(t))],

l1(x, u) = µx1,

l2(x, u) = 0.

From (2.2.9) and (f1) we can now derive a priori bounds for (2.2.7)µ. In fact (f1)
ensures that for any ε > 0 there exists ρ = ρ(ε) > 0 such that for (|x|+ |u|) > ρ

and a.a. t ∈ [0, 1] we have

|f1(t, x, u)| ≤ ε(|x|+ |u|)

and so there exists γρ ∈ L1 such that

|f1(t, x, u)| ≤ γρ(t) + ε(|x|+ |u|)

for any (x, u) ∈ Rn×Rm and a.a. t ∈ [0, 1]. In conclusion, if (x, u) is any solution
of (2.2.7)µ we have

c( max
t∈[0,1]

|x(t)|+ ‖u‖L1) ≤ µ(‖f( · , x( · ), u( · ))‖L1 + |x1|)

≤ ‖γρ‖L1 + |x1|+ ε( max
t∈[0,1]

|x(t)|+ ‖u‖L1)

and for 0 < ε < c and x1 in a bounded set we get the a priori bounds for
the solutions of (2.2.7)µ which together with the fact that g is an isomorphism
guarantee the solvability of (2.2.7) whenever x1 ∈ Rn assigned.

Note that the same arguments also show the solvability of
ẋ(t) = A(t)x(t) +B(t)u(t) + f1(t, x(t), u(t)),

l1(x, u) = x1,

l2(x, u) = x0,

for any x0, x1 ∈ Rn. In fact the complete controllability of (2.2.8) from zero is
equivalent to the complete controllability from any other initial point x0 ∈ Rn.

Example 2.2.10. As a further perturbed linear control problem we consider
the following periodic control system

(2.2.11)


ẋ(t) = A(t)x(t) +B(t)u(t) + f1(t, x(t), u(t)):= f(t, x(t), u(t)),

li1(x, u):=
( ∫ 1

0

ui(t) dt
)
∈ [−ϕi(x, u), ϕi(x, u)], i = 1, . . . ,m

l2(x, u):=
∫ 1

0

f(t, x(t), u(t)) dt = 0,

where ϕi : AC × V → R+, i = 1, . . . ,m, are continuous function for which
there exists a constant C > 0 such that ϕi(x, u) ≤ C for any i = 1, . . . ,m
and any pair (x, u) ∈ AC × V . Thus ψ1(x, u) = [−ϕ1(x, u), ϕ1(x, u)] × . . . ×
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[−ϕm(x, u), ϕm(x, u)] and ψ2(x, u) = {0} for any (x, u) ∈ AC × V . We assume
here V = Rm. In what follows ( · , · ) denotes the usual scalar product in Rn.
We assume the following conditions on the dynamics f .

(A1) There exist positive constants α,Λ such that

|f(t, x1, u)− f(t, x2, u)| ≤ Λ|x1 − x2|

and

(x1 − x2, f1(t, x1, u)− f1(t, x2, u)) ≤ α|x1 − x2|2

for a.a. t ∈ [0, 1], any u ∈ Rm and x1, x2 ∈ Rn.
(A2) lim

|x|+|u|→∞
|f1(t, x, u)|/(|x|+ |u|) = 0 uniformly in t ∈ [0, 1].

(A3)
∫ 1

0

sup
|x|=1

(x,A(t)x) dt < −α, with α > 0 the same constant of (A1).

We associate to (2.2.11) the family of problems with µ ∈ [0, 1]

(2.2.11)µ


ẋ(t) = µf(t, x(t), u(t)),

li1(x, u) ∈ [−µϕi(x, u), µ ϕi(x, u)] for i = 1, . . . ,m,

l2(x, u) = 0.

Clearly, the boundary conditions li1(x, u) ∈ [−µϕi(x, u), µ ϕi(x, u)], for i =
1, . . . ,m, guarantee the boundedness of the controls in V = Rm. If we assume
the existence of sequences {µn} ⊂ [0, 1], (xn, un) ∈ AC × V such that (xn, un)
solves (2.2.11)µn

and maxt∈[0,1] |xn(t)| → ∞, (as already noted the boundedness
of {xn} in C together with that of the controls in the finite dimensional space V
implies its boundedness in AC), then by using standard arguments it is possible
to show that mint∈[0,1] |xn(t)| → ∞ and so by (A2)–(A3) we get a contradiction.
We report here some details for the reader convenience. Consider

ẋn(t) = µnf(t, xn(t), un(t)), t ∈ [0, 1]

with the condition

(2.2.12)
∫ 1

0

f(t, xn(t), un(t)) dt = 0.

Using (A2) we get

(2.2.13)
d

dt

|xn(t)|2

2
= µn(xn(t), f(t, xn(t), un(t)))

= µn(xn(t), A(t)xn(t) +B(t)un(t) + f1(t, xn(t), un(t)))

≤ a(t)|xn(t)|2 + b(t)|xn(t)|,
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for some a, b ∈ L1. Dividing by 1+ |xn(t)|2, integrating on the interval [0, 1] and
using the 1-periodicity of xn we get

log max
t∈[0,1]

(1 + |xn(t)|2) ≤ log min
t∈[0,1]

(1 + |xn(t)|2) +A,

where

A ≥
∫ 1

0

[
a(t) +

b(t)|xn(t)|
1 + |xn(t)|2

]
dt.

Thus maxt∈[0,1] |xn(t)| → ∞ implies mint∈[0,1] |xn(t)| → ∞ as n→∞. Therefore
for n sufficiently large if µn > 0 integrating on [0, 1] the first equality in (2.2.13)
we obtain ∫ 1

0

(xn(t), f(t, xn(t), un(t)))
|xn(t)|2

dt = 0.

On the other hand if µn = 0 then x(t) =const. for any t ∈ [0, 1] and the previous
equation is a direct consequence of (2.2.12). Now by (A2)–(A3), the boundedness
of {un} ⊂ V and the fact that mint∈[0,1] |xn(t)| → ∞ we get

0 = lim sup
n→∞

∫ 1

0

(xn(t), f(t, xn(t), un(t)))
|xn(t)|2

dt

≤
∫ 1

0

lim sup
n→∞

(xn(t), f(t, xn(t), un(t)))
|xn(t)|2

dt ≤
∫ 1

0

sup
|x|=1

(x,A(t)x) dt ≤ −α < 0,

which is a contradiction. This proves the boundedness of the states x.

Finally, the map g(x, u) = (ẋ, l2(x, u), l1(x, u)) is one-to-one. In fact if u 6= û,
u, û ∈ Rm, then l1(x, u) 6= l1(x, û) for any x ∈ AC where l1 = (li1)

m
i=1. Let

x, x̂ ∈ AC with x 6≡ x̂, we have two possibilities: ẋ(t) 6= ˙̂x(t) on a positive
measure set E ⊂ [0, 1] or ẋ(t) = ˙̂x(t) for a.a. t ∈ [0, 1]. We have to consider only
this last possibility, in this case x(t) − x̂(t) = const. = q 6= 0, t ∈ [0, 1]. For
u ∈ V we calculate

l2(x, u)− l2(x̂, u) =
∫ 1

0

A(t)q + [f1(t, x̂(t) + q, u(t))− f1(t, x̂(t), u(t))] dt

and so by (A1) and (A3) we obtain

(q, l2(x, u)− l2(x̂, u))/|q|2 < 0,

thus g is one-to-one. On the hand g : K ⊂ AC × V → L1 × R2n is continuous
as well as its inverse, as it is easily seen, and 0 ∈ g(K). Therefore, g is essential.
Observe that we can substitute in (A1) and (A3) the following conditions

(x1 − x2, f1(t, x1, u)− f1(t, x2, u)) ≥ α|x1 − x2|2

and ∫ 1

0

inf
|x|=1

(x,A(t)x) dt > −α,

respectively, obtaining the same conclusion.



L. Górniewicz — P. Nistri 69

2.3. kth order boundary value control problems. In this part we would
like to point out that our method presented in the previous sections works with-
out any substantial change in the case of kth order control problems. For simplic-
ity we will restrict our considerations to the boundary conditions of Section 2.1.
Assume that f : [0, 1]×Rnk×Rm → Rn satisfies (2.1.1)–(2.1.3), here the second
argument is considered as a vector in Rnk, k > 1. Assume further that

(2.3.1) li : Ck−1 × V → Rn, i = 1, . . . , r, is a continuous map,

and

(2.3.2) ψi : Ck−1 × V ( Rn, i = 1, . . . , r, is an admissible

completely continuous map.

We want to study the following problem

(2.3.3)


x(k)(t) = f(t, x(t), ẋ(t), . . . , xk−1(t), u(t)) for t ∈ [0, 1],

li(x, u) ∈ ψi(x, u) for i = 1, . . . , r,

x(k−1)(0) ∈ ψr(x, u).

Let Sk(f, li, ψi) the set of all the solutions of (2.3.3) and Skµ(f, li, ψi) the set of
all the solutions (x, u) of the following problem

(2.3.3)µ


x(k)(t) = µf(t, x(t), ẋ(t), . . . , xk−1(t), u(t)) for t ∈ [0, 1],

li(x, u) ∈ µψi(x, u) for i = 1, . . . , r,

x(k−1)(0) ∈ µψr(x, u),

for µ ∈ [0, 1]. We assume that

(2.3.4) there exists M > 0 such that for any µ ∈ [0, 1] and any (x, u) ∈
Skµ(f, li, ψi) we have ‖(x, u)‖ < M.

Let associate to (2.3.3) the map g : Ck−1 × V → C × Rnr defined by

(2.3.5) g(x, u) = (x(k−1), lr(x, u), . . . , l1(x, u)).

Remark 2.3.6. If Ck−1
a is the subspace of Ck−1 of all the functions with

the (k− 1)-derivative absolutely continuous and li, ψi are defined on Ck−1
a × V ,

then g can be considered as a map defined on Ck−1
a ×V with values in AC×Rnr.

We can prove the following theorem

Theorem 2.3.7. Under all the above assumptions if g is essential on some
ball K = K(0, ρ), ρ ≥M , then Sk(f, li, ψi) 6= ∅.

The proof of Theorem 2.3.7 is quite analogous to the proof of Theorem 2.1.9,
and thus we will omit it.
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Example 2.3.8. For simplicity, we consider the following 2-order differential
equation

(2.3.9) ẍ(t) = h(t, x(t), ẋ(t)) + u(t) := f(t, x(t), ẋ(t), u(t))

where h : [0, 1]×R2 → R satisfies Carathéodory type conditions and the control
function u : [0, 1] → R belongs to L1. We assume that f satisfies (H2)–(H3)
of Example 2.1.11 with x replaced by the vector X = (x1, x2) = (x, ẋ) and the
condition x ≥ ρ (x ≤ ρ) in (H3) by xi ≥ ρ (xi ≤ ρ), i = 1, 2.

For convenience we rewrite (2.3.9) in the form

(2.3.10) Ẋ(t) = H(t,X(t)) + U(t)),

where H(t,X) = (x2, h(t, x1, x2)) and U = (0, u).
We consider (2.3.10) under the boundary conditions

(2.3.11)

L1(X,U) =
(
x1(0)
x2(0)

)
∈ I0,

L2(X,U)

=
(
x1(0) + x2(0) +

∫ 1

0
(1− s)[h(s, x1(s), x2(s)) + u(s)] ds

x2(0) +
∫ 1

0
[h(s, x1(s), x2(s)) + u(s)] ds

)
∈ I1,

where I0, I1 are assigned intervals of R2 with I0 ⊆ I1. As a control space we
consider the following 2-dimensional vector space

V = {u ∈ L1 | u(t) = aχ[0,1/2](t) + bχ(1/2,1](t); a, b ∈ R}.

Now we can proceed as in Example 2.1.11 to show the boundedness of the con-
trols. The only point is to show that the two components of the vector X(t)
are bounded by below on [0, 1/2] if an → ∞ or upper bounded if an → −∞ in
order to apply condition (H3) to the interval [0, 1/2]. The same holds for the
interval [1/2, 1] if {an} is bounded and {bn} is unbounded. Finally, we associate
to (2.3.10)–(2.3.11) the map G : AC × V → AC × R4 given by

G(X,U) = (X,L2(X,U), L1(X,U)).

It is easy to show by a direct calculation that G is essential on some ball K of
sufficiently large radius. We leave the details to the reader.
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